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Background

Asynchronous Transfer Mode (ATM XE "ATM:Asynchronous Transfer Mode" ) is a popular choice for the U.S. Army’s computer networks because of its versatility, especially its support for multimedia applications and the convergence of voice and video communications over data networks. However, ATM is not an ideal solution for the Army.  First, it is very costly and difficult to manage.  Second, the quality of service guarantees that allow convergence of voice, video, and data do not work well with the Army’s security infrastructure. 

Gigabit Ethernet (GbE XE "GbE:Gigabit Ethernet" ) is an emerging technology that is challenging ATM’s dominance as the primary candidate for computer network backbones, especially Army post-wide backbones.  Operating at 1000 megabits per second (Mbps XE "Mbps:megabits per second" ), it is faster, simpler to manage, and less expensive than ATM; but it lacks the quality of service guarantees that are the hallmark of ATM.  This report looks intensely at GbE as a possible replacement of the ATM backbone for the U.S. Army’s Communications-Electronics Command (CECOM XE "CECOM:Communications-Electronics Command" ) on Fort Huachuca.   

Introduction

Statement of the Problem

ATM has been the network technology of choice for the US Army’s computer networks since its emergence around 1994. The U.S. Army’s Information Systems Engineering Command (ISEC XE "ISEC:Information Systems Engineering Command" ) has installed several ATM backbones on Army bases around the country, including at its home facility on Fort Huachuca, Arizona.  

This installation at Fort Huachuca provides network connectivity for the Fort Huachuca elements of ISEC and its parent command, CECOM.  The network has recently become plagued with problems that stem from the difficulty of managing an ATM backbone, and they are costly to fix.  Also, network traffic across the backbone is expected to increase dramatically, beyond the capabilities of the present network. This increase of traffic will occur with the installation of video teleconferencing capability on each user workstation within ISEC, and an increase in the Internet access speed.
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ISEC engineers are beginning to explore a new technology for implementation into Army post backbones, GbE.  At ISEC’s Technology Integration Center (TIC XE "TIC:Technology Integration Center" ), the focus has been on determining if GbE is a better solution than ATM for the Army’s main computer network installation program, Common User Information Transport Network (CUITN XE "CUITN:Common User Information Transport Network" ).  As a corollary to this effort, other engineers at the TIC, in charge of the local network infrastructure, are exploring if GbE will better serve the needs of ISEC and CECOM.  This thesis is a product of both of these efforts.

Objectives

The goal of this report is to determine if GbE is a suitable replacement technology for the existing ATM network backbone of CECOM on Fort Huachuca.  To be a suitable replacement, it must have the capability to handle the increased traffic load and support the new and existing user applications.  It must be easy to install and manage.  It must be compliant with international standards and Army standards for computer networks, and the total cost to replace the existing network and maintain it for the next 3 years must be less than the cost to maintain and upgrade the existing ATM network.  The main purpose of this report is to show that GbE technology can meet these requirements for the CECOM backbone.  The other purpose is to provide the detailed design of the proposed replacement network. 

Approach

To accomplish these goals, the author started with a design of the replacement, drawing on assistance from GbE product vendors.  Testing of the design was conducted using traffic generation tools to simulate user loads and packet analyzers to examine the effect on applications.  This was done to see if the applications would perform equally well or better on the new network.  The results of the CUITN testing were used to determine the ease of installation and management of GbE and compliance with standards and seamless integration with existing systems.  These results are summarized in this document.  Additional tests, to determine the capability of the proposed network to support the needs of applications were conducted by the author and are reported here as well. 

Layout

a.
Examination of the two network technologies, ATM and GbE.  This examination includes theory and supporting protocols as well as an explanation of how the U.S. Army uses or hopes to use these networking technologies.  

b.
An explanation of the design of the existing ATM network, followed by the design of the potential GbE replacement network.  The cost analysis of the proposed is included.

c.
A discussion of the testing conducted by the TIC, covering all aspects of GbE technology.  The test methodology is detailed and the complete results of a single vendor suite are presented as an example.  

d.
Conclusions and Recommendations.  

Technology overview

ATM

The dominant network backbone technology in the U.S. Army over the last few years has been ATM.  The following is a brief overview of that technology, emphasizing those areas that are most important in a comparison with GbE.

Technology

Multi-Layer Model

  The ATM standard defines two main layers of protocol, the ATM Layer and the ATM Adaptation Layer.  These two ATM layers do not map purely to the Open Systems Interconnection (OSI XE "OSI:Open Systems Interconnection" ) model, the standard model used to depict most computer systems.  The OSI model has seven distinct layers of protocols, of which ATM covers the lowest three, but not in a one-to-one relation, as shown in Figure 1
.  Network experts have different opinions of where the ATM layer itself fits in the OSI model, and it varies by implementation.  In Local Area Network Emulation (LANE XE "LANE:Local Area Network Emulation" ), it performs some functions of the Physical Layer, Layer 1.  In IP over ATM and in Multiprotocol over ATM (MPOA XE "MPOA:Multiprotocol over ATM" ), it performs the function of the data-link layer, Layer 2.  Some even consider ATM a layer three protocol as well because of the routing functions it performs.

[image: image7.wmf]LES

LECS

LEC

ATM Attached

LEC

ATM Edge

Device

LEC

ATM Attached

A

C

B

ATM Network

BUS

1

3

4

5

LECS SVC is optional

2

a.
ATM Layer functions.  The primary functions of the ATM layer are cell multiplexing, and demultiplexing, translating virtual circuits and paths (virtual channels (VC XE "VC:virtual channel" s) and virtual paths (VP XE "VP:virtual path" s)), and traffic management functions such as call admission control, and traffic policing.  These functions are explained later in this report.  

b.
ATM Adaptation Layer (AAL XE "AAL:ATM Adaptation Layer" ) functions.  The (AAL is used primarily to translate between applications and the ATM layer.  It handles the specific requirements of applications, for instance, delay sensitivity of a video application.  Its main function is segmentation and reassembly (SAR XE "SAR:segmentation and reassembly" ), which is taking the data from a higher layer and breaking it into small cells for transmission on ATM.  On the receiving side, it handles the reassembly of those cells that it receives from the ATM layer and passes them back up the protocol stack.

Cell Switching  

ATM differs from most other networking technologies because of the use of small, fixed-size cells.  Where most technologies offer a range of cell or frame sizes, the ATM standard requires that all cells be exactly 53 bytes in length. 

a.
Why fixed cells?   

(1)
The advantages of fixed cell sizes are many, the primary one being speed.  Because the size of the cells is fixed, hardware components can be used to switch the equal-size cells faster than software could do it.  Also the header does not need to contain cell length information and the buffer hardware is simpler.  Because the cell lengths are identical, switching of many cells can be done in parallel and guaranteeing quality of service (QoS XE "QoS:quality of service" ) is simpler.

(2)
While this may seem like a panacea, the major disadvantage of fixed-size cells is in the segmentation and re-assembly.  Large packets must be broken into many small cells, which can become very inefficient.

b.
Why small cells?

(1)
The reasoning behind choosing very small cells is to reduce echo cancellation, to increase the speed of hardware switching and to minimize the impact of losing a single cell.  In a voice communication, for instance, a 32-byte cell equates to about four milliseconds of speech.  A loss of a few of these cells will not be noticed, but a loss of one or two much larger cells would be.  
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(2)
The length of the cell, 53 bytes, was determined as a political compromise.  European engineers wanted 32-byte cell payloads to fit optimally into their existing telephone systems.  American and Japanese manufacturers wanted 64-byte payloads for the same reasons.  The compromise was reached at 48 bytes, making everyone equally unhappy.  Five additional bytes were added for the cell header, making 53.

c.
Cell structure.  The ATM cell header, shown in Figure 2 
consists of five octets which specify the virtual path and virtual circuit numbers, used for switching cells, as well as some information about the handling of the cell.  The Virtual Path Identifier (VPI XE "VPI:Virtual Path Identifier" ) and Virtual Channel Identifier (VCI XE "VCI:Virtual Channel Identifier" ) identify which path and circuit number the cell belongs to, respectively.  The Payload Type (PT XE "PT:Payload Type" ) defines whether the cell is a user or management cell and indicates whether congestion exists on the network.  Cell Loss Priority (CLP XE "CLP:Cell Loss Priority" ) defines whether a cell can be dropped in the case of congestion.  The last octet is the Header Error Control (HEC XE "HEC:Header Error Control" ) which the physical layer uses to determine that the cell header has no errors.  The first half-octet is different depending on whether the connection is switch-to-switch or client-to- switch.  In the latter case, it is used for Generic Flow Control (GFC XE "GFC:Generic Flow Control" ) and in the former it is an additional 4 bits for the VPI designation.  

Quality of Service

The idea of quality of service (QoS XE "QoS:quality of service" ) is critical to the comparison of ATM against any other network topology.  QoS is ATM’s forte; no other competing technology can match it for delivering QoS.  This will be a central topic of this thesis.

Quality of service is a guarantee from the network that the data will pass through with certain characteristics that are negotiated at the time a connection is made.  In using QoS, the network and the client establish a ‘contract’ whereby the client promises to send data in a certain manner and the network promises to deliver that data to the remote end in a certain manner.  These contracts are critical for certain applications, especially multimedia, because they will not be usable on the network without these guarantees.  The parameters negotiated in a typical connection are cell rate, latency, cell loss rate, and delay variation.  

Cell rate refers to the number of cells per second sent from the client onto the network.  The contract between client and network includes the Peak Cell Rate (PCR XE "PCR:Peak Cell Rate" ) and the average or Sustained Cell Rate (SCR XE "SCR:Sustained Cell Rate" ) that the client will use to send the data, and also the Minimum Cell Rate (MCR XE "MCR:Minimum Cell Rate" ) which the network guarantees will always get through.

Latency refers to the time it takes for a packet to travel from the source to the destination.  This is also called delay, or in ATM terminology, Cell Transfer Delay (CTD XE "CTD:Cell Transfer Delay" ).  For file transfer applications latency is usually of little consequence, but in real-time video and audio communications the amount of delay is critical.  

Cell loss ratio (CLR XE "CLR:cell loss ratio" ) is the fraction of cells that can be dropped in a connection.  One might expect that this is always zero, but in reality most audio and some video communications can tolerate a fairly large cell loss ratio without any noticeable degradation in quality.  Also, higher-layer protocols such as Transmission Control Protocol (TCP XE "TCP:Transmission Control Protocol" ) have mechanisms to recover from lost packets, so if the cell loss ratio is not too high, applications such as File Transfer Protocol (FTP XE "FTP:File Transfer Protocol" ) and e-mail will not suffer significantly. 
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Delay variation is the deviation from the average delay of a given packet.  In statistics this is called the standard deviation.  In video communications it is called jitter.  It defines how consistent the latency (delay) is.  In a video streaming application, for example, the latency is not as important as the jitter.  For a 30-minute video stream, if the stream takes 5 milliseconds or 5 seconds to travel from source to destination, it doesn’t have much impact on the user, as long as all packets take the same amount of time.  The receiving station needs to have the frames all arrive in order and within a consistent time interval.  For example, if the third frame does not arrive by the time the second one has finished being shown, then the video application must pause and wait for the frame to arrive.  This causes the video display to be jerky and the audio to have pops and gaps.   In ATM, two parameters are defined to cover delay variation; Cell Delay Variation (CDV XE "CDV:Cell Delay Variation" ) and Cell Delay Variation Tolerance (CDVT XE "CDVT:Cell Delay Variation Tolerance" ).  Figure 3 gives a rough idea of what applications typically require in the way of cell loss and delay tolerance.

Each application will have a different set of parameters it will request, based on its needs and limits.  If the network cannot guarantee the para-meters requested by an application, then the call is not allowed.  This is called Call Admission Control (CAC XE "CAC:Call Admission Control" ).  Once a connection is accepted, the network needs to then ensure that the client does not exceed the contract parameters.  If, for example, the client begins sending data at a higher rate than negotiated, the network will limit the client traffic by enabling flow control, by dropping cells, or by some other method.  These restrictions, to ensure client traffic is behaving properly, are collectively called traffic policing.

Types of Service

The ATM standard defines several different types of service to help distinguish the types of calls made across an ATM network.  These types of service define how the bit rate is determined and whether the call is connectionless or connection-oriented.  There are four main types of service categories defined because of common usage.  They are:  

Constant Bit Rate (CBR XE "CBR:Constant Bit Rate" ):  The allocated bandwidth does not change.  This is used for emulating a dedicated link such as a T1 circuit.  No error checking, flow control, or any other processing is done.

Variable Bit Rate (VBR XE "VBR:Variable Bit Rate" ):  This is divided into two subclasses; real-time (-rt XE "rt:real-time" ) and non-real-time (-nrt XE "nrt:non-real-time" ).  VBR-rt is intended for services that have variable bit rates and stringent real-time requirements, such as interactive video.  The amount of bandwidth will vary significantly, but the delay and jitter need to be minimized.  Cell loss will not be a big problem, though.  VBR-nrt is for traffic that needs a low delay, but jitter is not as critical.  An example application is multimedia e-mail, where the message is typically spooled to the receiver’s local disk before being displayed, so delay variation is not an issue.

Available Bit Rate (ABR XE "ABR:available bit rate" ):  This is used for bursty traffic whose bandwidth range is roughly known.  The network will try to give the application whatever bandwidth is available at the time.  This is most appropriate for leased circuits where a customer might need a minimum capacity of 5 Mbps, but at times need a peak capacity of 10 Mbps.  This could be handled with an ABR service, with the understanding that the peak of 10 Mbps will only be reached if there is bandwidth available on the circuit when it is requested.  ABR also gives feedback to the sender about the data rate, asking it to slow down if congestion occurs.  

Unspecified Bit Rate (UBR XE "UBR:unspecified bit rate" ):  Used where the amount of bandwidth is not known or doesn’t fit one of the other three.  This is ideal for applications and protocols that conduct their own error checking, because UBR cells will be discarded if congestion occurs.  Transmission Control Protocol/Internet Protocol (TCP/IP XE "TCP/IP:Transmission Control Protocol/Internet Protocol" )-based applications like file transfer and e-mail are best suited for this service category.

Local Area Network Emulation (LANE XE "LANE:Local Area Network Emulation" )

Most existing applications were built to use Ethernet or Token Ring as the underlying transport mechanism.  It would have been foolish for ATM designers to expect users to discard all of their existing applications in favor of new, yet-to-be-created ATM-based applications.  Instead, ATM manufacturers recognized the need to build into ATM the ability to communicate to higher protocols as if it were an Ethernet or Token Ring (E/TR XE "E/TR:Ethernet or Token Ring" ) local area network (LAN XE "LAN:local area network" ).  The result of this was the creation of the LANE specification.  Basically, LANE uses software to make the connection-oriented ATM network appear to the applications like an Ethernet or Token Ring LAN.

LANE gives the ability for E/TR personal computers (PC XE "PC:personal computer" s) to communicate over an ATM backbone, either directly connected or through E/TR hubs and switches, but it is, by necessity, very complicated to implement.  The LANE specification deals with a number of issues including: 

· How to set up ATM virtual channel connections (VCC XE "VCC:virtual channel connection" s) between any two E/TR end points

· How to resolve E/TR MAC addresses

· How to convert variable-length E/TR packets into streams of ATM cells and then back into packets

· How to ensure that broadcast E/TR packets are forwarded to each and every end point that belongs to an emulated LAN (ELAN XE "ELAN:emulated LAN" ).  

LANE Components

The LANE specification defines some new entities to handle these issues.  

LANE Client (LEC XE "LEC:LANE client" ): This is the PC or LAN switch that is connected to an ATM network.  It is identified with a unique ATM address and is assigned to a specific ELAN.

LAN Emulation Server (LES XE "LES:LAN emulation server" ): Performs many of the control functions of establishing ELANs and monitoring LECs, especially address resolution, which maps MAC addresses to ATM addresses.

Broadcast Unknown Server (BUS XE "BUS:broadcast unknown server" ): This handles broadcast communication which is inherent in E/TR backbones, and handles traffic to unknown destinations.  

LAN Emulation Configuration Server (LECS XE "LECS:LAN emulation configuration server" ): This is responsible for the initial configuration of the LANE client, by telling the LEC which ELAN to join.

Complexities of LANE Process
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Using a connection-oriented network, ATM, to emulate a connectionless network, Ethernet or Token Ring, is not a trivial task.  What are normally simple procedures become much more complicated.  For example, consider these five steps that must occur for a client (LEC) to register with an ELAN on the network after a reboot.  These steps are necessary before the client can transmit or receive any information.  See Figure 4. 

1. LEC connects to LECS to determine which ELAN to join

2. LEC connects to LES to register with ELAN

3. LES adds LEC to its Point-to-Multipoint tree

4. LEC connects to BUS to register with ELAN

5. BUS adds LEC to its Point-to-Multipoint tree

Each of these five connections requires a switched virtual circuit (SVC XE "SVC:switched virtual circuit" ), and this is before any data flows.  Granted, ELAN registration is a one-time-only process, but other processes, like address resolution, are equally complicated.

Problems with LANE

One problem with LANE is that this cumbersome approach causes an additional burden on network administration.  Another problem is that LANE requires routers to interconnect the various ELANs, resulting in the concept of the “one-armed router,” whose sole purpose is to transfer cells between these ELANs.  “As the number of hosts and subnets grow, the computational requirements to calculate routes among different subnets and the memory requirements to store these routes can overwhelm the capacity of conventional routers.”
 

Other related ATM standards

The ATM Forum has recognized the shortcomings of LANE and has established newer protocols to combat these problems.  The most significant of these are multiprotocol over ATM (MPOA XE "MPOA:multiprotocol over ATM" ) and Next Hop Resolution Protocol (NHRP XE "NHRP:Next Hop Resolution Protocol" ), briefly discussed below.

MPOA

Multiprotocol over ATM combats the problem of the one-armed router in LANE by introducing the concept of a virtual router.  This emulates the function of multiple routers connecting ELANs, but it eliminates the performance limitations of hop-by-hop routing.  It does this by setting up shortcut connections between hosts over the ATM backbone, even if they are on different subnets.

NHRP

NHRP is an essential element of MPOA because it handles the determination of the cut-through routes.  To establish a shortcut, or virtual connection between two ATM hosts on different ELANs, the source needs to know the ATM address of the remote end.  Without knowing this, it must use a higher protocol, such as IP, to reach the destination address, which causes all of the cells to require routing.

NHRP resolves the ATM address so that the end stations can bypass the routers and establish the shortcut route.  It does this by employing multiple Next Hop Servers to help resolve the ATM addresses.  Once the source has the destination’s ATM address, it can establish a direct connection across the ATM backbone.

ATM in Practice

This overview did not cover many of the details of ATM, but it covered enough to be able to look at the overall implementation.  Below are some of the strengths and weaknesses with ATM, and a look at how the Army is presently using ATM.  

Strengths

High Speed Switching

By using small, fixed-size cells, ATM switches can switch cells incredibly fast.  This is because all of the work can be done in silicon as opposed to software.  

QoS Guarantees

For video, audio, and other time-critical applications, ATM is the best network solution for guaranteeing all traffic will be received within a certain delay threshold.  Without some sort of guarantee, many of these applications cannot be used effectively over a network.  This results in the creation of separate networks for multimedia communications and data communications.  The whole idea of convergence is to get all of these onto a single all-purpose network, and ATM can do that.

Multiple Protocol Connectivity  

Through LAN emulation, ATM supports connectivity with Ethernet, Fast Ethernet, and Token Ring networks as well as Fiber Distributed Data Interface (FDDI XE "FDDI:Fiber Distributed Data Interface" ).  Connectivity with legacy systems is a big plus when installing a new backbone into an existing network.

Wide Area Network (WAN XE "WAN:wide area network" )/ Synchronous Optical Network (SONET XE "SONET:Synchronous Optical Network" )

ATM was designed to interface smoothly with SONET, the main trunking protocol for long-distance telephone traffic. SONET has standard data rates, such as OC-3 at 155 Mbps, which is why ATM uses this speed as one of its primary interface rates.  By integrating easily with SONET, ATM lines can be multiplexed easily and transmitted across the WAN without cumbersome translation techniques.

Weaknesses

Administration

Administration of an ATM network is very difficult, especially when compared to simple technologies such as Ethernet and Fast Ethernet.  Understanding all of the technology behind ATM cells and virtual circuits requires a large learning curve.  Working with LANE and MPOA requires even more training and administration.  Also, ATM networks need to be tweaked a great deal in order to get the most out of the bandwidth.  In some cases, VCCs need to be set up manually, though that is rarer now than it used to be.  Without careful administration, some applications may try to grab all of the available resources by negotiating for parameters that are extreme, and thereby prohibiting other calls from going through.  Also, network administration tools such as ATM protocol analyzers are expensive, especially where many network administration offices already have Ethernet-based tools that are not adaptable to ATM.   

Costly, Especially to the Desktop

ATM adapters for PCs are very expensive, especially when you consider that 10/100 Ethernet network interface cards (NIC XE "NIC:network interface card" s) are being installed on many PC motherboards, so they are automatically available.  Ethernet NICs, sold separately, are presently costing on average about $30, while ATM NICs cost around $300.  Per port cost of an ATM switch is about $800-$1,000, compared to Fast Ethernet switch ports that cost $200-$300.

One might say that users don’t need ATM to the desktop; they can simply use Ethernet NICs and LANE to connect to an ATM backbone.  The main fault of this approach is that QoS guarantees don’t apply unless ATM is the entire connection.  Unless ATM connects from the source to the destination, the QoS guarantees are not guarantees at all, but become like the best efforts of E/TR.  This design approach would be simply inserting an ATM backbone into an existing E/TR network, and not adding any additional capabilities.   You get all of the headaches of ATM without any of the benefits.

If you do indeed run ATM to the desktop, you must replace the protocol stacks and applications to utilize it.  This is incredibly expensive when TCP/IP is so pervasive that a vast majority of all applications rely on it.  TCP/IP can be made to run over ATM, fairly easily, but the applications must be altered to make use of the QoS benefits.  

Calculating and Predicting QoS Difficult

Another difficulty in ATM backbones is the computation of delay characteristics and cell loss rates in a network.  Before an ATM switch can allow a call to connect it must ensure that the QoS parameters that the source is seeking can be met.  If the entire network cannot meet them, then the call will not be allowed.  In order to determine if the entire circuit can support the request, the network must make an estimate based on the current traffic loads at each switch in the path.  Since each switch is an independent entity, to do this the QoS parameters must be “accumulated” from one end of the circuit to the other.  There are several mechanisms to do this, but they are very cumbersome and are not terribly accurate.  This makes the whole QoS guarantee procedure very difficult to calculate. 

How the Army Uses ATM

The U.S. Department of Defense (DoD XE "DoD:Department of Defense" ) and the U.S. Army have been represented on the ATM Forum since 1993.  The Army was an early adopter of ATM as a solution that would meet all of the Army’s specific needs, especially in interfacing to tactical networks and satellite transmissions.  The Army and DoD have several programs that center around ATM network installations.  Here are a few of the primary ones.

DISA Interconnection Backbone

The Defense Information Systems Agency (DISA XE "DISA:Defense Information Systems Agency" ), is in the process of building a wide area ATM backbone that will connect all of the Continental U.S. (CONUS XE "CONUS:Continental U.S." ) Army posts and Air Force and Navy bases together.  This will create a unified backbone that could, ideally, give DoD users the ability to make calls across the country completely across ATM.  This could give the military an opportunity to save lots of money by using voice and video applications over this network in addition to the data communications already using it.

Circuit Bundling Initiative 

Separate from the DISA initiative, the Army is building its own ATM inter-post backbone.  Called the Circuit Bundling Initiative (CBI XE "CBI:Circuit Bundling Initiative" ), it is an effort to combine several leased lines between Army posts into a network of DS3 (45 Mbps) links with ATM handling the multiplexing of the circuits for users.  This effort saves the Army considerably in the cost of multiple, separate leased lines by combining them into one purchase from a network provider.  A typical large post with 10-15 leased T1 (1.544 Mbps) circuits can merge these into a single DS3.  The DS3 link costs about as much as three T1 circuits, but has the bandwidth equivalent of 20-30 T1s.

Pentagon

The Washington Headquarters Service (WHS XE "WHS:Washington Headquarters Service" ), along with other DoD entities, is conducting a comprehensive renovation of the Pentagon’s information services.  Central to this renovation is the installation of an ATM backbone that will handle all of the communications for the entire complex.  This ATM backbone is intended to supplant all other installation backbones and to provide point-to-point circuits, to provide interfaces to Ethernet, FDDI and other data services, and also to handle all voice and video services for the Pentagon.  Separate ATM backbones will be built to handle classified and unclassified information.

Korea


The Army’s information network in Korea is presently being overhauled to accommodate a larger, more robust network based on ATM.  Inclusive in this overhaul is an upgrade to the microwave communications between posts that will allow DS-3 speeds on all links.  In addition to handling all of the data networking traffic and telephone services, the Armed Forces Network in Korea (AFKN XE "AFKN:Armed Forces Network in Korea" ) [television programming] will use this ATM backbone to transmit Motion Picture Experts Group (MPEG XE "MPEG:Motion Picture Experts Group" )-I and II video streams across the country.  

Encryption

The Army in many areas requires secure communications and for this uses systems like FastLANE and TACLANE for ATM-layer data encryption.  FastLANE is a system that encrypts data on a long-haul link, while leaving signaling messages between switches unencrypted.  TACLANE is another system that, like FastLANE, encrypts the data and does not encrypt the signaling messages, but it has the option to handle the data encryption differently.  TACLANE has the ability to reassemble the ATM cells into IP, encrypt the IP data, and then disassemble it back into ATM cells.  This is especially useful when communicating with Ethernet hosts on one side and ATM hosts on the other, because the Ethernet users can have Ethernet-based TACLANE systems which can receive the encrypted IP packets correctly.

Common User Interface Transport Network (CUITN)

The Army has established a program called CUITN whose role is to build backbones for Army posts.  Begun in 1994, the program chose ATM as its backbone technology after much testing and prototyping at the Technology Integration Center.  To date, CUITN has installed ATM backbones at eight Army posts, with three other installations in progress; and plans to install a total of 123.  The network designs for the future CUITN networks are subject to change; however, figure 4 shows the current architecture for ATM implementations.
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Problems with Army’s Uses

Very Few Sites have ATM Backbones

While the ATM connectivity on a post backbone can be useful for all kinds of communications on that post, the real desire is to have post-to-post communications that are seamless to the user and have the guarantees that ATM can provide.  The problem is that without ATM on the entire connection, QoS will not be guaranteed.  DISA’s backbone efforts are moving along, but it will be several more years before the CUITN program places ATM switches on every Army post. 

DISA Doesn’t Provide Pure ATM Service to Posts

As stated earlier, DISA is building an ATM backbone for all the DoD, but connecting into that backbone directly is not possible.  A separate DISA agency provides connectivity into DISA’s ATM backbone, from a program called Non-classified Internet Protocol Router Network (NIPRNET XE "NIPRNET:Non-classified Internet Protocol Router Network" ).  This program allows posts to lease connections into NIPRNET routers, which are located at major military installations.  These leased connections are typically T1 or Ethernet connections, but could also be ATM links.  The problem is that the NIPRNET router connects to the ATM backbone using a 10-Mbps Ethernet connection.  This keeps the NIPRNET devices separate from the ATM backbone devices for management and billing purposes, since these DISA agencies are separate entities.

C2 Protect Program

The DoD has very stringent security requirements for computer traffic for obvious reasons.  It has established several categories of security classification, based on what type of traffic crosses the network. “Analysis of CORBA/Firewall Security in the Virtual Radiology Environment,” pp. 32-41 has an excellent explanation of the major regulations and their application to Army networks. The Army has special isolated networks to handle computer traffic that requires high security.  Most of the Army networks do not carry classified information, and are categorized C2.  The C2 networks need to be protected because they handle personnel information, such as social security numbers and financial data, but they do not need to be isolated because the data on them is not considered a threat to national security.

The Army has established a program called C2 Protect (C2P XE "C2P:C2 Protect" ), in order to protect these networks from unauthorized access.  In its simplified form, the C2P program places a set of equipment, referred to as the C2 Protect Stack, at every public access point into the Army computer networks.  This access point is usually the Internet connection for an Army post.  The C2P Stack consists, generally, of a firewall that blocks unauthorized traffic by protocol, an Intrusion Detection System (IDS XE "IDS:Intrusion Detection System" ) that monitors incoming traffic for hacking attempts, and a secure router, that uses access-lists to limit unauthorized connections.

The Army’s C2 Protect Program does not fit well with an ATM architecture.  The security devices are presently all IP-based and are equipped with Ethernet interfaces.  ATM-based firewalls are just starting to be built, and it will be some time before they are implemented at Army posts.  What this means to the ATM implementation is that there is another obstacle preventing contiguous ATM communications.  Video calls that need QoS guarantees over the WAN still must traverse a section of the network that is Ethernet and can only give “best effort” communications.  This makes the QoS guarantee null and void.  

Retaining Trained ATM Administrators 

Another problem that the Army faces in implementing ATM networks is that once an administrator receives the extensive training required to properly manage the network, that person’s market value in industry goes up considerably.  The government has strict regulations on what salary it can pay to network administrators, but these folks with knowledge and experience managing ATM networks are worth far more in commercial markets.  Because of this, the Army has a hard time retaining trained ATM network managers, making the administration of the network that much more difficult.

Gigabit Ethernet

Gigabit Ethernet is the latest in a line of successful Ethernet technologies.  It is very similar to its predecessors, but faster.  Data travels across GbE at 1000 Mbps, 100 times faster than the original Ethernet.  This section includes a brief history of Ethernet and its evolution to gigabit speeds.  In the process it details the technology and the reasons for Ethernet’s dominance in the computer networking industry.

History of Ethernet (Brief)

Dr. Robert Metcalfe of Xerox Corporation originally created Ethernet in 1973.  Originally it ran at 3 Mbps and was called X-Wire.  In 1979, Xerox and Digital Equipment Corporation joined forces, along with Intel Corporation, to standardize and promote the use of a 10-Mbps version called DIX.  In 1983, the Institute of Electrical and Electronics Engineers (IEEE XE "IEEE:Electrical and Electronics Engineers" ) approved the first 802.3 standard, which was, for the most part, the same technology as the DIX standard.  
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Creation as Shared Bus

Initially, Ethernet was exclusively a shared bus technology.  All machines were connected to a long physical cable that was the bus using devices called taps.  In order to communicate, a machine would simply “listen” to ensure no other machine was using the bus, and then start sending data directly onto the medium.  The data would be placed on the bus in the form of small frames.  All other machines would “hear” the communication, and would check the address in the header of each frame.  Each frame that was not destined for that host would be ignored.  In this way, messages could be sent from one machine to the other on the Ethernet bus.  (See figure 5.)

Carrier Sense, Multiple Access with Collision Detection (CSMA/CD XE "CSMA/CD:Carrier Sense, Multiple Access with Collision Detection" )

Since no effort is made to define when to communicate, two machines could simultaneously try to communicate on the wire.  Both would listen first and ensure that the bus was free, and then at the same time, both would start transmitting.  Because electrons traveling on a bus have finite speed, this can happen quite often.  In the worst-case scenario shown in Figure 7, a frame coming from machine A can have traversed nearly the entire length of the bus before reaching machine B.  At any time during this transit, B may listen to the bus and believe that it is free, and then begin transmitting its own frame.  This would cause a collision.
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The creators of Ethernet recognized this and built the mechanism called CSMA/CD that defines how the machines are to listen on the bus and how to respond when collisions occur.
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Move to Hubs and Switches

One of the problems with Ethernet buses is that they don’t fit the wiring scheme of most buildings.  Many buildings are wired with high-quality unshielded twisted pair (UTP XE "UTP:unshielded twisted pair" ) copper wiring in a star-wired configuration. (See figure 8.)  The motivation for this was the digital telephone system, which required higher quality wiring.  The wires are homed in “wiring closets” where telephone patching and switches could be located.  Recognizing that installing Ethernet buses was difficult and twisted pair cables were already in place, SynOptics Communications developed a mechanism for transmitting 10- Mbps Ethernet signals over twisted pair wires.  This was standardized by IEEE in 1990 and quickly became the preferred Ethernet media for office automation.

During the same period, companies like DEC began manufacturing bridges that connected multiple Ethernet buses together, allowing for larger network “backbones.”  This was great for connectivity but bad for bandwidth.  As more machines were connected to the same backbone, collisions became more frequent and each machine had less opportunity to put data on the network.  This caused the first noticeable contention for bandwidth.  In 1991, Kalpana Corporation began marketing “LAN switches” which were part of a new class of Ethernet Bridge that could support many bus connections at a central location.  With these switches, users on a LAN connected to one port did not have to contend for the bus with users on another port.  Soon administrators started to connect high-performance, dedicated servers directly into the switch.  In this way, those computers did not have to share the bus with other machines, but were able to get a full 10 Mbps of bandwidth to the switch.  This eventually removed the need for the access control of CSMA/CD and led to the creation of “full-duplex Ethernet,” standardized in IEEE 802.3 in 1997.

LAN switches became such a popular idea that many vendors scrambled to make their own and the prices rapidly decreased.  Since these switches were placed in the wiring closets, they gave the network administrators the convenient option of connecting servers and power users directly to switch ports and other users to less-expensive shared hub ports.  Now instead of bus networks, star-wired topologies became the norm.  

Fast Ethernet

As applications became more network intensive and user connection speeds grew, network administrators recognized the need to connect switches to each other at higher speeds.  This was to prevent congestion on the inter-switch links.  Initially, this was done with technologies such as FDDI and later with ATM.  In 1992, work began on a higher-speed version of Ethernet, keeping the same basic characteristics of the original, but working at 100 Mbps.  This was originally designed not to replace the backbone technologies of FDDI and ATM, but to give servers a higher-speed connection to the network.  It became very popular as a backbone technology, however, because it did not require any kind of translation or conversion of format.  It was Ethernet all the way from the desktop to the server and made network administration much easier.  

Fast Ethernet Standardized

A Task Force was created within the IEEE 802.3 Working Group in 1992 to develop the specifications for Fast Ethernet.  It became a standard in the summer of 1995, which is a very short time as standards go.  The reason this went so quickly was because so much of the technology was copied directly from Ethernet.

Market Growth

Fast Ethernet took off quickly, even before the standard was finalized.  The price of Fast Ethernet hub ports dropped swiftly as the market share increased.  Also, Fast Ethernet switches became popular very quickly as they gave servers, and sometimes user PCs, fast, dedicated connections at a very affordable price.  Presently, Fast Ethernet switches can be purchased for around $200-$300 per port and 10/100 NICs, which support both Ethernet and Fast Ethernet, are installed standard in most PCs and cost less than $25 separately.

Creation of Gigabit Ethernet

The Gigabit Ethernet Task Force was formed in 1995 and, just as quickly as Fast Ethernet, the standard for 1000-Mbps Ethernet bounced through the standards process.  In September of 1998, the first of two GbE standards was approved, 802.3z, which specifies transmission over single-mode and multi-mode fiber, and also over short 25-meter copper jumper cables.  In June 1999, the standard 802.3ab was approved, specifying GbE operation over Category 5 twisted pair wiring – the high-quality wiring found in the wiring of most new or recently rewired buildings.

Why is Ethernet so Popular?

Over 120 million Ethernet interfaces are in use worldwide.  Eighty-three percent of all installed network connections were Ethernet by the end of 1996, according to International Data Corporation (IDC XE "IDC:International Data Corporation" ).
  A number of factors have led to Ethernet’s dominance, but chief among them are its simplicity and its symbiosis with IP.

Simplicity

The main strength of Ethernet is its simplicity.  It is the simplest of all the major networking protocols on the market and that leads to many other benefits.  Because it is simple, it is reliable, easy to maintain, easy to scale (as evidenced by the rapid adoption of the Fast and GbE standards), and it is cheap.  It requires less circuitry on a network board or switch port than other technologies because it is simple, and so it can be manufactured far cheaper.  Of course, simplicity wouldn’t be so important if it didn’t work well, but Ethernet does most any job fairly well; not the best, but well-enough to capture the lion’s share of the computer networking market.  

“IP über alles!”

Today, IP dominates the computing world as the primary transport technology for user applications.  From e-mail to the World Wide Web and now to multimedia applications like Voice over IP and H.323 video teleconferencing, IP has become the de facto standard for transmitting all information on computer networks.  

IP has enjoyed a long, happy marriage to Ethernet since the emergence of both in the early 1970s.  “The current design of IP is based on the presumption of (a) an underlying packet-switched medium to transport connectionless datagrams and (b) a medium with IEEE 802 LAN-style intrinsic multicast capability.  In spite of claims that IP is technology-independent, it is difficult to overlay on a connection-oriented medium such as ATM.  Since its evolution has been closely tied to the evolution of Ethernet and similar LANs, higher-speed Ethernets will naturally be more compatible with IP than will alternative architectures.”

Gigabit Ethernet Standards 

Physical Media

To ensure a simple adoption by users of GbE technology, the IEEE wrote two standards, 802.3z and 802.3ab, to allow GbE to operate over the most common cable types in building and campus infrastructures.  These types are single-mode and multi-mode fiber-optic cables, and two kinds of copper cables, short, shielded-twisted-pair (STP XE "STP:shielded-twisted-pair" ) jumper cables and Category 5 unshielded twisted pair (UTP XE "UTP:unshielded twisted pair" ). 

Fiber-Optic Cabling

The IEEE 802.3z standard was ratified by IEEE in September of 1998, and defines three types of fiber-optic cables for use in GbE connections:  50-m multi-mode, 62.5-m multi-mode, and 10-m single-mode.  These can be used in combination with two different wavelengths for the lasers, 850 nm XE "nm"  (1000BASE-SX) and 1300 nm (1000BASE-LX).  Each combination has a different minimum range that the standard requires that it operate.  Figure 9 shows the specified ranges of all the GbE physical media.
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Copper Cabling

Besides fiber connectivity, two types of copper wiring connections are allowed in the GbE standard.  1000Base-CX is the designation for “short copper jumpers” used within wiring closets.  This specification requires two pairs of shielded, twisted pair, 150-ohm cable and is limited to a distance of 25 meters.

The other type of copper connection uses the familiar Category 5 wiring found in most new telephone wiring systems within buildings.  Its range is set to be 100 meters, since most of the cabling inside buildings today is CAT-5 UTP cabling of less than 100 meters.  This standard will allow GbE connectivity to user’s desktops with as little effort as current 10BaseT implementations.  Also, this 1000BaseT standard allows auto-negotiation between 100 and 1000 Mbps, and is expected to be very cost-effective.  The IEEE 802.3ab standard for 1000BaseT was ratified on June 28, 1999, and switch manufacturers are already producing 1000BaseT enabled switches.

Physical Encoding

All of the media types defined in 802.3z, 1000Base-SX, -LX, and -CX, use the same method of encoding bits.  This encoding uses a scheme where 1 byte of data (8 bits) is converted into 10 “code bits” for transmission across the link.  This scheme, called 8B/10B, was derived directly from the physical layer design of Fibre Channel.  Adding the extra bits into the stream may seem inefficient, but it is quite necessary.  It is used to 1) embed clocking within the data stream, 2) prevent a DC voltage imbalance, and 3) allow room for control signals.  The actual “code bits” travel on the wire at 1250 Megabaud, resulting in the “data bit” rate of 1 gigabit (Gb XE "Gb:gigabit" ). 

The signaling for 1000BaseT, defined in 802.3ab, is much more complicated.  The Gigabit Ethernet Alliance gives a summary of how the signaling works for 1000BaseT.  “Fast Ethernet (100BaseTX) achieves 100 Mbps operation by sending three-level binary encoded symbols across the link at 125 Megabaud. (A 125 Megabaud symbol rate is required because 100BaseTX uses 4B5B coding.) 100BaseT uses two pairs: one for transmit, one for receive. The next step up in speed, 1000BaseT also uses a symbol rate of 125 Megabaud, but it uses all four pairs for the link and a more sophisticated five-level coding scheme. In addition, 1000BaseT sends and receives simultaneously on each pair.  Combining 5-level coding and four pairs allows 1000BaseT to send one byte in parallel at each signal pulse.  The 125 M symbols/second X 1 Byte (across four pair)/symbol = 1 Gbps. Of course, it isn't quite this simple. In addition to moving the symbols across the link, 1000BaseT must also deal with the effects of insertion loss and link-induced interference caused by echo and crosstalk.”

Half-Duplex Operation

Half duplex is the way Ethernet was originally created, where many computers were sharing a bus and CSMA/CD was used to handle arbitration of the medium.  Half duplex simply means that information can only flow in one direction at a time, as opposed to full duplex, where a source and destination can exchange information simultaneously.  

The GbE standard defines both half- and full-duplex operations.  In fact, a great deal of effort was put into developing the standard for half-duplex operation, even though full duplex was far simpler.  Full duplex has a lot of technological benefits over half-duplex.  It is simpler to make, doesn’t suffer the distance limitations of half-duplex and maintains more of the original Ethernet frame specifications.  Full-duplex is cheaper to produce and has more capability than half-duplex.  In fact, in contacts with industry, the TIC has yet to encounter a single vendor that is actually producing half-duplex GbE products.  

So why did the industry bother to develop a half-duplex GbE standard if no one wants to build or buy it?  The answer is entirely political.  In order to be in the 802.3 series of standards, the network must, by definition, include the capability of CSMA/CD operation.  If only the full-duplex mode was developed, then CSMA/CD would not be required.  GbE could not have then been within the IEEE 802.3 Working Group, and would have had to form a new Working Group under 802.  This takes a great deal of time and would have delayed the development of the standard considerably.  Also, it would not have been able to use the name “Ethernet,” which alone was a great deterrent since customers are much more comfortable with that name.  This was exemplified by the market failure of 100VG-AnyLAN, a technology with potential advantages over Fast Ethernet, but not implemented at large.

Frame Structure

One main goal, when designing the new Ethernet standard, was to try to maintain as much of the original frame structure as possible.  This was done to try to minimize software driver changes and compatibility issues.  Software driver changes are very costly, and would have seriously impacted deployment of GbE.  Unfortunately, this goal could not be entirely met for the half-duplex version of GbE.  The frame structure of GbE had to be altered slightly from the original Ethernet.

Length Considerations

Figure 7 shows how two machines on opposite ends of a cable could have a collision at any time from when machine A begins to send until the frame reaches machine B.  As long as machine A knows that the collision occurred, it can retransmit that frame at a later time.  If, however, A has completed sending its frame, and then detects a collision, it doesn’t know if the collision occurred with its frame or between two other machines’ frames.  This is the collision detection (CD XE "CD:collision detection" ) portion of CSMA/CD.  In order to make certain that this doesn’t occur, a frame needs to be large enough so that it reaches the entire length of the bus, thereby preventing any uncertainty about which frames were in the collision.

[image: image16.wmf]LEGEND

Fast Ethernet

Ethernet, 10 

Mbps

Shaded items are outside CECOM

Network

.

DREN

Router

CMET-II

Core 

GbE

Switch

CECOM

Network

Ft. Huachuca

Network

Current connection,

used for *.mil addresses

Other Fort

Huachuca

Agencies with

DREN Access

DS-3

T1

NIPRNET

In 10 Mbps Ethernet, the minimum frame size was chosen to be 512 bits, or 64 bytes.  This resulted in the minimum time for a frame to exist on the wire of 51.2 microseconds.  At that speed an Ethernet bus could be as long as 2-3 kilometers, and the machines could be sure that collisions would be detected and handled properly.  Figure 10 shows the exact specification of an Ethernet frame.

When it came time to create the 100 Mbps standard, the builders realized that the time that a 512-bit packet would remain on the bus would be shortened to 5.12 microseconds, which resulted in a maximum length of only 205 meters.  Since most of the LANs had by this time migrated to a star configuration and the building distance codes mandated that wiring distances were all less than 100 meters, this was not deemed a problem.  Therefore, Fast Ethernet could use the same 512-bit minimum frame and CSMA/CD algorithms of Ethernet.

Carrier Extension

Enter in GbE.  In order to handle this with the same approach as Fast Ethernet, distances would need to be limited to 20 meters.  This is not practical with current building architectures so a different solution was reached.  This solution is where half-duplex GbE becomes more complex.  

As stated earlier, leaving the frame intact was vital to eliminating costly changes to software driver interfaces.  The designers of GbE chose to keep the 512-bit minimum frame size, as seen by the software interface.  The change was to modify the CSMA/CD algorithm using a procedure called carrier extension.  In a nutshell, this means that short frames receive padding to make them long enough to fill the maximum length of the bus, 200 meters.  The new minimum length, on the wire, is 512 bytes instead of the previous 512 bits or 64 bytes.  This padding only applies to frames that are smaller than 512 bytes, as shown in Figure 11.
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Frame Bursting

One of the drawbacks of padding frames is that the efficiency of the network diminishes tremendously.  If the only data being sent is a large number of small packets, many of the frames will need to be padded which wastes bandwidth.  A solution to this is frame bursting.

If a station has many small frames to send, it pads the first one according to carrier extension.  If that frame goes through without a collision, the sender knows it has use of the bus without contention.  Immediately after the first full-size frame has finished, the sender can follow it up with more frames strung together in a burst.  These additional frames do not need to be padded because the need to secure the bus for transmission has already been accomplished.  Other stations must wait until they detect a free bus before they can begin transmitting.  The sender of the first frame does not need to wait because it knows that all the other stations are waiting for it to finish.  

At this point it sends multiple frames without extending them, separated by an interframe gap of 96 bits.  The interframe gap is critical so that receivers can tell one frame from the next; this is standard in all flavors of Ethernet.  The sender ceases when it clears its queue or when the burst length, 8192 bytes, is [image: image18.wmf]Gigabit
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reached.  The burst length prevents domination of the channel by one machine.  Figure 12 depicts a frame burst sequence.

Parameter Differences Chart

Without going into detail on all of these parameters, table 1 shows a comparison of some of the settings for Ethernet frames and the corresponding values for GbE frames.  The ExtendSize is the maximum length of the carrier extension.

Table 1: Ethernet Parameters (half-duplex)

Ethernet frame parameters
“Classic”

Ethernet
Fast Ethernet
Gigabit

Ethernet


10 Mbps
100 Mbps
1000 Mbps

Minimum frame size
64 bytes
64 bytes
64 bytes

ExtendSize
N/A
N/A
448 bytes

Maximum frame size
1518 bytes
1518 bytes
1518 bytes

Slot time
51.2 s
5.12 s
4.096 s

Interframe Gap
9.6 s (96 bit-times)
960 ns (96 bit-times)
96 ns (96 bit-times)

Burst length
N/A
N/A
8192 bytes

Full-Duplex Operation

Full-duplex offers more capability than half-duplex and it is much simpler to implement.  In a star-wired configuration, every device is connected directly to a switch.  This means that only two stations exist on each link, as opposed to the bus topology that had many stations sharing one cable.  A fiber-optic pair is a simple connection to visualize for full-duplex communication, where each fiber strand carries data in one direction.  Full-duplex means that both stations on the link can send frames at the same time.  This greatly increases efficiency because the bandwidth on the link is effectively doubled.  It also has some side benefits in implementing the technology.

No Collision Detection

Since both sides of a connection communicate on different wires, there is no chance for frames to collide as they do on a shared medium.  Then, CSMA/CD is not necessary as a method of arbitrating use of the link.  Because of this, frame bursting can occur at any time and for any length of time, because the sender doesn’t need to give other stations an opportunity to transmit.  The only time that the sender needs to hold off on sending a frame is if the receiver’s buffer is full and it has sent a flow control message asking the sender to slow down.  All other times the sender can transmit a frame any time there is a frame in the transmit queue.

Length Doesn’t Matter

Without the concern for collision detection, the carrier extension added to half-duplex GbE is not necessary.  The minimum frame size, then, can be identical to the original Ethernet specification and there is no need to modify the CSMA/CD algorithm.  Furthermore, the length of the cable no longer needs to be restricted so as to be short enough to fill it with a frame.  In full-duplex mode, the connection can be as long as the transmitter can drive the signal. 

Parameters 

In full-duplex mode, there is no need to specify many of the Ethernet parameters because they do not apply.  SlotTime and BurstLength are irrelevant, as are the Ethernet backoff parameters that tell what to do in the event of a collision.  The minimum and maximum frame sizes of GbE are identical to original Ethernet, 64 and 1518 bytes, respectively, and the interframe spacing is still 96 bits.

Table 2: Ethernet Parameters (full-duplex)

Ethernet frame parameters
“Classic” Ethernet
Full-duplex


10 Mbps
1000 Mbps

Minimum frame size
64 bytes
64 bytes

ExtendSize
N/A
N/A

Maximum frame size
1518 bytes
1518 bytes

Slot time
51.2 s
N/A

Interframe Gap
9.6 s (96 bit-times)
96 ns (96 bit-times)

Burst length
N/A
N/A

Quality of Service 

Quality of service has long been the bane of Ethernet.  Ethernet has always been a best-effort technology, where frames are delivered as fast as possible, but no attempt is made to guarantee a certain bandwidth to an application or a specific latency or delay variation.  Indeed, with collisions between frames, the amount of delay cannot even be estimated.  Under a switched environment, life is better because collisions are not a problem, but mechanisms for guarantees do not exist. 

The philosophy of many Ethernet proponents is summed up in Seifert’s Law of Networking #14 “No one needs a QoS guarantee when they have enough bandwidth.”
  This worked especially well in the early days of Ethernet, when 10 Mbps was much more bandwidth than any machine on the network could dream of needing.  While computer processors have increased in speed, and while multimedia applications have increased the demand for network assets, network bandwidth increases have not kept pace.  With the advent of GbE, the network can again be far ahead of bandwidth demands, but that won’t last forever.  Users have already had a taste of bandwidth constraints and want to ensure that they don’t experience them again.  The philosophy of “just throw more bandwidth at the problem” has lost favor in the eyes of many.  Now people want guarantees.

Quality of Service is not something that can be just applied over the top of an established technology like Ethernet.  It needs to be built into the technology from the ground up, as in the case of ATM.  Instead of throwing away the success of years of Ethernet implementations to create QoS, Ethernet proponents have come up with some compromise solutions that yield a sort of “pseudo-QoS.”  The term used in this report is best-effort Quality of Service.  Several things can be done to a network to give applications QoS-like treatment.  This section describes some of those approaches and how best to utilize them.

Resource Reservation Protocol (RSVP XE "RSVP:Resource Reservation Protocol" )

Resource Reservation Protocol is the TCP/IP world’s attempt at guaranteeing bandwidth for an application.  RSVP carries a request from a client application through the network, asking each node along the way for a reservation of bandwidth.  RSVP has two components; admission control and policy control.  Admission control determines whether a node (usually a router) has sufficient resources to supply the request.  Policy control determines whether the user has the administrative permission (authority) to make the reservation.  If either check fails, the RSVP program returns an error notification to the application that initiated the request.  

One advantage of RSVP is its scalability in large multicast groups, because it merges requests as they propagate upstream.  A reservation from a new receiver of a multicast broadcast does not need to travel the length of the multicast tree, but can stop when it reaches a reserved branch of that tree.

RSVP does not use any specific routing mechanism, but is made to use whatever routing mechanism is already in place on a given network.  It has been shown to work very well with open shortest path first (OSPF XE "OSPF:open shortest path first" ) routing, commonly used within DoD networks.

RSVP is not without problems.  One of the most critical is that, like ATM’s QoS guarantees, every node on the path must support RSVP for it to work at all.  If any node does not support RSVP, then there is no effective reservation.  Also, the RSVP reservation does not have the enforcing capabilities of an ATM network.  The network may acknowledge the client’s request, and yet may or may not be able to actually deliver it.
 
  A third problem, and probably the most severe, is that each router must keep track of every session, or micro-flow, traversing it.  This may be no problem for LAN and campus area network (CAN) routers; but for core Internet routers the sheer volume of micro-flows, on the order of many thousands, is too large to handle.

Class of Service

One of the main ways used in GbE to give best-effort QoS is to prioritize traffic.  This idea still gives all traffic a best-effort delivery, but some frames get a “better-effort” than others.  Establishing different priority levels is called Class of Service (CoS XE "CoS:Class of Service" ).  
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CoS seeks to classify every frame with a priority level, based on the type of traffic and its sensitivity to delay.  GbE switches are now being equipped standard with a number of buffered queues for outbound traffic on each 1000 Mbps port.  These switches typically use weighted fair queuing to give some data better performance than others.  The intention is that traffic that has a higher priority will be placed in a higher-priority queue and will be sent out before low priority traffic.  This prevents time-sensitive traffic from being slowed down by large low-priority frames.  In this way, video and audio traffic, for example, can bypass lower priority data traffic and reach the destination in a more timely manner.

Types of Prioritization

The specific protocols to enable CoS are described in the next few paragraphs.  It is the opinion of GbE proponents that this type of best-effort QoS will be “good enough.” “Tests and Results” describes the results of testing conducted to answer the question; “Is CoS good enough for the multimedia applications in use by the Army?”

802.1Q – VLAN Tagging

One approach to prioritizing traffic is a method to mark packets based on the virtual LAN (VLAN) to which they belong.  This has received a lot of press attention lately because it has recently been standardized in IEEE 802.1Q.  VLANs are subnetworks within a LAN that tie a group of end-users together independently of where they are physically located.  Users who are in the same department, but located in different areas of a building or post can be grouped into the same VLAN.  The use of VLANs cuts down on broadcast and multicast traffic on segments that don’t need to receive that particular traffic.  It also offers network administrators a convenient way to group users together according to their specific bandwidth needs.  For example, a group of users who conduct frequent VTC sessions could be placed on a VLAN that has higher bandwidth than a group of users who do strictly e-mail and printing.

Will this be useful?
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VLANs seem like a really great idea on the surface, but in practice, they might not be so useful unless they match the way networks are used.  For example, in ISEC, users are collocated with other members of their project teams within a building.  The reason for that is to build a sense of teamwork; to encourage the cubicle conversations and impromptu meet-ings that often lead to knowledge sharing, brainstorming, and better solutions to problems.  

According to a study by Strategic Networks Consulting of Rockland, MA, the cost of physically moving an employee from one location to another is from $300 to over $1000, not including the time spent rewiring the network to get the optimum performance for the new user configuration.
  Proponents of VLANs say that the user who switches teams, for example, does not need to change locations, but can stay where he is and let the VLAN change handle the networking issues.  This does nothing for the intangible benefits of team collocation described above.  In Army organizations, where team rearranging is very common because of soldier rotations, the philosophy of team collocation has been dominant.  In the words of one GbE product engineer, “VLANs are very much an artifact from an ATM mindset.”  Certainly VLAN tagging will be a useful capability for some organizations, but probably not the majority.  Either way, the ability to do it is built into GbE devices.  

802.1p – Priority Mechanism
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Another standard designed to make GbE more efficient is 802.1p.  This standard has two main functions; multicast pruning and priority mechanism. The priority mechanism of 802.1p works closely with the VLAN tagging of 802.1Q to establish different priority levels and define how those levels are implemented within Ethernet frames.  

The other function detailed in 802.1p, multicast pruning, deals with limiting the amount of traffic on a network generated by multicast traffic.  Many high-bandwidth applications have emerged recently that have generated a great deal of concern for network administrators.  Audio and video streaming applications that send to multiple users are more often using multicast IP packets to limit the amount of bandwidth consumed by the streams.  Multicast pruning seeks to limit that further by not sending multicast packets onto segments of the network where no recipient of the stream is registered.  In this way, superfluous copies of the multicast stream are eliminated.

Layer 3 and 4 Prioritization 

Another way to establish priority in frames reaching a congested switch link is to establish priorities based on the IP addresses of one or both of the machines involved.  This is useful for a video server, for example, that requires all of its frames to reach the receivers with minimum delay variation.  This could also be used to give precedence to the machine of a power user who needs high-quality service, or to that of a VIP, like the ISEC Commander.  Since this prioritization is based on the IP address, which is from the Network Layer, this approach is called Layer-3 Prioritization.   

Layer-4 Prioritization uses the well-known source and destination port addresses of TCP and User Datagram Protocol (UDP XE "UDP:User Datagram Protocol" ) to decide which priority queue a frame should enter.  This is useful if the administrator wishes to prioritize traffic by the application that generated it.  A common policy might be to allow all VTC traffic to be high priority, and all e-mail traffic to be low, since e-mail is not time-sensitive.  

Most GbE switch vendors are equipping their products with the capabilities of Layer-3 and Layer-4 Prioritization.  The frames are not altered in any way, so interoperability is not an issue, therefore standards are not being created for how these priority queues should work.  The only difficulty foreseen with this approach is that each switch must be configured with the same set of priorities, which can become very tedious in a large network.  Some vendors are already answering this concern with tools to propagate prioritization information across all switches in a network from one administrator station.  Here interoperability will play a role, as vendor-specific priority commands may not easily be propagated through a heterogeneous network.
 

Implementing CoS capabilities

Of the capabilities for establishing different classes of service listed above, how will network administrators know which will suit their particular needs?  The right implementation will probably be best discovered by experimentation. Mr. Walker suggests a combination of RSVP and all of the CoS capabilities.
  Though this adds greater complexity to the network structure, it gives the best possibility for meeting QoS needs of applications.  The additional configuration and management burden of this approach, however, leads us back down the same path as ATM; it becomes too tough to manage well.  For Army networks, a better approach would be to start simple and add these capabilities one at a time as they are needed.  

Talking across the Wide Area Network (WAN)

A lot of the discussion to this point has centered on getting the best possible service across the campus or post backbone.  Users that want to conduct VTC and Voice over IP (VoIP XE "VoIP:Voice over IP" ) communications may be able to use these best-effort QoS tools to get high-quality connections with other people on the local post.  But this is not the real need of users concerned about quality in their multimedia communications.  VTC and VoIP users who want high quality connections to other local users can get far better service by walking down the hallway to the remote user.  VTC and VoIP offer the greatest cost benefit when it comes to long-range communications.  

So how should users establish long-range communications when starting on a local GbE network?  Here are a few of the possible approaches to solving this problem.

Replace ATM long-haul links with GbE

One possible solution is to implement GbE on the wide area links.  This is not a good solution, though, because GbE by itself is not capable of delivering signals the distance this type of use requires.  There is some research effort in industry to work out the ability to run GbE over SONET, which could make it a candidate for WAN communications.  This is a long way from implementation.  

Another potential avenue is Dense Wave Division Multiplexing (DWDM) which uses multiple lightwave frequencies on a single fiber cable to achieve high composite throughputs.  For example, one could use 10 different light emitting diodes (LED XE "LED:light emitting diode" s) each pushing 100BaseT speeds on 10 different frequencies, multiplexed onto the same fiber and achieving gigabit throughput.  DWDM is in use with up to 24 OC-48 fiber links multiplexed onto a single fiber cable for a total of 60 Gbps over a distance of 50 kilometers (km XE "km:kilometer" ).  In laboratory tests, this capability has been increased 10-fold to 192 OC-192 links for a total of 1.9 terabits per second (Tbps XE "Tbps:terabits per second" ).  As DWDM becomes more prevalent in long-haul links, GbE will become a potential long-haul technology and a competitor of ATM in this realm. 

Differentiated Services 

Instead of replacing ATM long-haul links with GbE, much effort is being made to meld ATM long-haul links with GbE on the campus WAN, especially in marrying the QoS of ATM with the CoS of GbE.  Differentiated Services (Diffserv) is an attempt to propagate Ethernet’s best-effort QoS across another network backbone, especially an ATM WAN.  Diffserv uses the IP type of service (ToS XE "ToS:type of service" ) byte to define a small number of different QoS groupings.  In this way, Diffserv overcomes the micro-flow problem of RSVP.  Instead of keeping track of thousands of micro-flows, Diffserv uses a small number of macro-flows, groupings of flows that have similar requirements.  In this way, all VTC sessions, for instance, could belong to a single Diffserv grouping defined by a specific ToS value.

Diffserv-enabled devices decide what to do with each packet based on its ToS field and a specified set of per hop behaviors (PHB XE "PHB:per hop behaviors" ).  These PHBs define what priority or special handling each packet should get.  One problem with Diffserv is that each of these PHBs must be set in each router along the network, causing an administrative strain, and it is likely that all routers along the path do not use the same PHBs for a given ToS setting, causing unpredictable overall behavior.

 Multiprotocol Label Switching (MPLS) 
Another approach to melding IP/Ethernet LANs to ATM WANs is multiprotocol label switching (MPLS XE "MPLS:multiprotocol label switching" ).  This has a lot of promise because it is independent of the transport mechanism used and provides a virtual network topology.  The idea of MPLS is to surround packets with multiple labels that define how the packet is to be handled at each stage of its path.  These labels are quicker to read and interpret that typical IP addresses, increasing traffic speed.  After a label is read it is stripped off and the packet is sent to the next stage.
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When a call is first initiated, the first packet of the flow is routed normally through the network to the destination.  Then the return packet is assigned a label by the edge router, which contains the path or paths that it will follow.  It may base its decision partially on a request for a certain level of service; high-priority traffic would be assigned one path or paths, low latency traffic a different path, and so on.  At subsequent hops, the MPLS-enabled router examines only the label.  In ATM networks, the labeled packet would be mapped to the appropriate ATM VC, thus preserving the requested service level across the network.  In this way, the best-effort QoS of the IP network can be melded to the QoS guarantees of the ATM WAN, giving “pretty good” overall quality of service.
  

Gigabit Ethernet in Practice 

Servers and PCs

Users may be eager to connect their PCs and servers directly to GbE backbones, but this is probably not a good idea.  Today’s PC and many server architectures will not be able to utilize GbE speeds.  The small bus width inside many PCs is not wide enough to take advantage of GbE throughput.  Bus width should be at least 64 bits to be able to utilize a full gigabit per second throughput.

A more serious deterrent may be the cost of interrupts.  Typically, an Ethernet adapter generates one interrupt per received Ethernet frame.  This causes the computer processor to stop what it’s doing long enough to execute the interrupt service routine of the software driver.  The processor then switches back to what it was working on.  The amount of time for this sequence varies from one operating system to another, but a typical time is 10 microseconds.  If a stream of minimum-size Ethernet frames arrive at GbE speed, it could attempt to generate more than a million interrupts per second, 10 times as many as the processor could handle.  This can be even more devastating if the operating system is preemptive multitasking like Windows.  All hope is not lost, though, because GbE network adapter makers are modifying their products so that multiple frames are combined under a single interrupt, saving the processor expensive time in switching tasks.

Another means to handle the multiple interrupt issue is Jumbo Frames.  This is an effort by the Internet Engineering Task Force (IETF XE "IETF:Internet Engineering Task Force" ) to extend the maximum frame size of Ethernet frames from 1518 bytes to around 9000 bytes.  In this way, larger chunks of information, such as large IP packets will generate approximately 1/6th as many interrupts on the processor, making it easier for the server to keep up.  Several commercial vendors, such as Intel, 3Com, Microsoft, and IBM, are supporting the idea of Jumbo Frames, including implementing the capability on GbE NICs.

Several other issues for PCs can be considered besides the interrupt and bus problems but they all boil down to this single point; most user PCs cannot presently utilize 1000 Mbps, nor do they have the need for it.  User PCs should remain connected to the network by Ethernet and Fast Ethernet ports.  Servers, on the other hand, may be able to gain from the increased bandwidth, as long as the server internal operations will not be adversely affected by the increased traffic speed.  Network administrators who foresee the need for GbE server connections should read Gigabit Ethernet Handbook, Chapter 21, for more details on how to prepare machines to run at these speeds.

Long Haul

Ethernet was never designed as a long-haul technology.  It has always had its roots as a LAN protocol.  As discussed earlier, the specifications call for GbE to be able to run 220 meters over multi-mode fiber.  Many users would like to be able to run it across longer distances because of the existing cable plant.  In testing conducted by Business Communications Review, engineers found that GbE signaling worked very well across distances in excess of 1 kilometer using common multi-mode fiber, 62.5-micron.  Their test results led them to believe that “Gigabit Ethernet could work at these distances in 75-80% of existing customer environments.”
  Similarly, testing conducted at the TIC showed that typical single-mode fiber links, guaranteed to run at least 5 km by specification, can in practice push as far as 20-30 km before degradation begins to occur.  

That should satisfy most user requirements for CAN or post-wide installations.  What about the WAN?  Will GbE ever be used on WAN connections?  The answer lies in the development and implementation of DWDM discussed previously in this report.  As DWDM emerges, user networks will experience a bandwidth glut on the wide area for the first time in computer networking history.  At that time GbE and 10-GbE will become potential end-to-end technologies, but that is still a few years off.

Weaknesses

Every technology has its strengths and weaknesses.  The main weaknesses in GbE are the limitations on distance and the multiple problems of non-native QoS.

Distance Limitations

The distance limitations may turn out to be a moot point.  In practical use, as long as the fiber connections between and within buildings are in reasonably good shape, tests have shown that the distance limitation is not absolute.  With multi-mode fiber good for 1 kilometer runs and single-mode good for 20-30 km, the vast majority of GbE installations should not have problems with distance.

The places where distance can be a problem is when using half-duplex, shared GbE, and 1000BaseT connections.  In practical circumstances, half-duplex communications are not expected to be implemented, and if buildings have been wired to current codes, CAT-5 connections to user desktops and server connections should all be less than 100 meters, negating all concerns of distance. 

QoS is Not Native or Complete

The QoS question is not going to go away as easily.  The GbE promoters are putting their money on the idea that best-effort QoS and lots of bandwidth will be good enough for LAN applications.  For applications that traverse the WAN, future standards, such as Diffserv and MPLS, may be good solutions; but no one can know for certain if these will be good enough to ensure user applications will not be hindered by network congestion.

There is some hope for the Ethernet camp in this area.  In a recent survey published by Telecommunications Magazine, 75% of respondents last year were planning to implement QoS in their networks.  This year that number has decreased to 45%.  Why the huge drop?  The article goes on to speculate that vendor hype and the lack of easy to use products has led to confusion and disillusionment in the marketplace.  Network managers are beginning to look at QoS as overkill and are more willing to try the ‘bandwidth Band-Aid.’

Strengths

The main strength of GbE is that it is simple to implement.  Ethernet is an understood technology because it has been in place for so long and the technology concepts are easy to grasp.  This almost eliminates the need for training of network staff when GbE is deployed on the network.  Its simplicity also results in highly reliable systems, because there are fewer components that can break down.  High reliability greatly reduces the life-cycle cost of a GbE implementation.  

Another major strength of GbE is that it is Ethernet-based.  This means that Ethernet and Fast-Ethernet frames being forwarded across the backbone and traversing GbE links do not need to be translated or encapsulated into another protocol.  This makes the total delivery time of a frame across the network much faster.  On the computer interface side of things, because this is Ethernet-based, the applications that deliver traffic to the Ethernet adapters do not need to be rewritten in order to use a GbE NIC.  This is a tremendous advantage over other high-speed networking technologies.

The last major asset of GbE is speed.  Few other networking technologies can compete with it for sheer bandwidth.  The other part of speed, besides link bandwidth is switching speed.  GbE has been able to take advantage of recent technology advances in integrated chip design to overcome a consistent bottleneck in Ethernet networks, the router.  Using Application Specific Integrated Chips (ASIC XE "ASIC:Application Specific Integrated Chip" s), GbE switches are able to accomplish packet switching functions in silicon hardware, where it can be several times faster than the software switching of typical routers.  Many of these switches also make decisions on IP addresses, and hence take on some of the functions of routers.  These switches, called layer-three switches, accomplish this much faster than traditional routers, and help give GbE the overall speed advantage of any other technology. 

How the Army will use GbE

The Army can benefit greatly by implementing GbE backbones to tie together multiple Ethernet and Fast Ethernet LANs on Army posts.  Right now, many of these systems are using Fast Ethernet, FDDI, or ATM as the backbone technology.  GbE has many advantages to each of these technologies and should be considered as a primary candidate when considering network upgrades.  Its benefits are cost and simplicity as well as sheer bandwidth.  In the military environment where trained network administration personnel are extremely difficult to retain, simplicity is critical and with shrinking military budgets, total life-cycle cost of a network technology is also a major consideration.  Gigabit Ethernet answers both of these needs.
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The Army is already considering using GbE in its CUITN program.  Testing at the TIC has shown GbE to be able to handle all of the simulated user needs of the CUITN network.  As a proof of concept, the Army is installing GbE in one of its CUITN sites, Fort Carson, Colorado, to verify its acceptability with a real-world test.  CUITN will continue installing ATM networks at other sites while the GbE network is observed.  If this installation is successful, GbE will likely replace ATM as the network backbone technology for future CUITN installations.

C2 Protect

The Army’s C2 Protect Program, previously described in this report, will meld well with GbE.  This is because the security devices being installed for C2P are all IP-based, and connect using Ethernet or Fast Ethernet ports.  Traffic coming from outside a post and going through the security stack will not need to be translated or encapsulated again afterwards.  This results in a more efficient delivery of Internet and inter-post traffic.

Diffserv and MPLS

The Army is currently exploring how to handle traffic crossing the interface between the post and the WAN.  Users need the ability to transfer multimedia traffic from one post to another and need some mechanism to guarantee that the connection will be high enough quality to be worthwhile.  At present, no good solution for this problem exists, but it is hoped that the technologies of MPLS and Diffserv will be able to achieve this when they mature, and are being watched with interest by Army engineers.   

Circuit Bundling Initiative

At present, the Army’s circuit bundling initiative (CBI XE "CBI:circuit bundling initiative" ) is consolidating leased lines into ATM SVCs.  This could not be accomplished with a GbE WAN framework, but it might meld with the implementation of GbE backbones on Army posts.  Many circuits that are bundled are T1 leased lines that connect two routers on separate Army posts.  These could still be done in a GbE backbone, as long as a router with a T1 interface is available.

Comparison of ATM and Gigabit Ethernet

Placing ATM and GbE side by side, we can see a lot of differences in the technology, and in their market presence and potential.  This section is a comparison of these two technologies as options for use in Army systems.

Cost

As the number of purchases of GbE equipment continue to increase, the price of GbE devices continues to decrease.  This causes a vicious cycle, vicious, that is, for ATM.  In June 1999, the Dell’Oro Group released predictions that customers will buy more GbE switch ports than ATM in the second quarter of 1999.  By a margin of 334,000 to 200,000 ports, users are for the first time purchasing more GbE than ATM.  

In 1997, Dell’Oro Group conducted a Cost Analysis study of various technologies to determine price per Mbps of bandwidth.  Figure 17 shows that GbE provides the lowest price at $2.2 per Mbps, while ATM provides a cost of about $7.4 per Mbps.  Even comparing costs on a per port basis, GbE is less expensive than its chief rival.  ATM’s price has remained flat at around $800-$1000 per port, while GbE’s price per port has dropped to $500-$800.  With the recent shipments to switch manufacturers of 1000BaseT ASICs, experts are predicting the costs to drop as low as $200-300 for 1000BaseT switch ports.  All this is a comparison of 155-Mbps ATM ports versus 1000-Mbps GbE.  ATM’s next step up in speed, 622 Mbps, is an even larger step up in price.
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Figure 17: Cost Analysis of Networking Technologies

In addition to the cost of switch ports, the cost of administration of the backbone is another place where GbE wins out over ATM.  Since Ethernet is typically more familiar to network managers than ATM, GbE is cheaper in terms of training administrator staff.  It is also less complicated, meaning that same staff does not need to spend as much time keeping it running smoothly.

Technology

In the technology realm, ATM has more capabilities, especially when it comes to QoS and management of connections.  But do users really need that?  Many network managers look to bandwidth to solve all their woes, and in the case of GbE, this may be a good solution.  In our testing of multimedia applications, GbE’s high bandwidth and fast switching served extremely well for all application needs.  Even with heavily congested networks, the prioritization capabilities of GbE switches proved to be adequate for maintaining high performance for multimedia applications as well as less intensive applications like e-mail and file transfers.

A lot of industry experts expect to see the convergence of voice and video communications with data networks.  As this occurs, many believe that ATM is the only answer for guaranteeing quality connections.  One problem with convergence, to date, is that very few applications have been developed to make use of voice and video over ATM.  On the other hand, Internet-based applications such as Microsoft’s NetMeeting and WhitePine’s CUSeeMe, which utilize voice and video over IP, have grown tremendously in use around the world.  As our tests show, GbE stands ready to deliver these applications in a best-effort delivery that is definitely “good enough for government use.”

WAN Communications

Whither ATM?  ATM will not go away because of the upsurge of GbE on the campus backbone.  ATM will retain its niche in the WAN and long-haul arenas for quite some time.  As long as bandwidth on the WAN is still extremely precious, the quality of service guarantees native to ATM will be required.  GbE does not threaten ATM in this realm yet.  Its limitations of distance and its best-effort QoS will not serve it as well on the WAN, at least not right now.  Efforts are being made to adapt GbE to run over SONET, and to develop DWDM which will greatly increase GbE’s range.  As these efforts evolve, the battle for the long-haul may engage, but for now it is definitely ATM’s domain.  

Other areas where ATM is likely to remain are in satellite communications and tactical networks.  Again, with bandwidth being very precious, the Army needs a network architecture that makes the most of every megabit for battlefield and other mobile communications.  Also, many tactical networks and devices use rare or specialized communications equipment.  To tie these together requires a highly versatile network topology.  The answer for these requirements is ATM, and that isn’t likely to change any time soon.

So if GbE takes over the post backbones and ATM retains the WAN connectivity, how will users ever get the quality of service they require for long-range communications?  The original belief was that one technology, ATM, had to be implemented everywhere in order for convergence to occur.  With the Army’s security programs, as well as the high cost of ATM to the desktop, this approach is impractical.  Another means to reach convergence must be established.

A potential answer to this is in the developing technologies of Diffserv and MPLS.  As these protocols evolve, the mechanisms to link GbE traffic to QoS guarantees will become standardized, and the path will be open for guaranteed-high-quality multimedia communications around the world over the computer networking infrastructure.  Convergence will arrive shortly afterwards.

Design of a Gigabit Ethernet Network

Original Network Design

History

Prior to 1996, ISEC had its network connectivity maintained by three separate agencies, each with its own network.  The majority of ISEC’s networking services was maintained by its parent organization, Information System Command (ISC XE "ISC:Information System Command" ), using a FDDI ring to connect users within two of the three main ISEC buildings. 

In November 1995, the TIC moved to a new building, near the other two ISEC buildings.  The TIC had its own network, its own Class B subnet, and its own network administration team to manage them.  Shortly after that physical move, the command structure of ISEC changed.  ISC changed to Army Signal Command (ASC XE "ASC:Army Signal Command" ) and ISEC moved under a different command, CECOM, with headquarters in New Jersey.  To match this new command structure, the commander of ISEC arranged to have all elements of CECOM on Fort Huachuca assembled onto one computer network backbone, built and maintained by the network administration team of the TIC.  This computer network was to span the three buildings that contain CECOM personnel, CMET-I, CMET-II, and Greely Hall; providing efficient, one-stop service for CECOM users.

Design

The engineers designing the network chose to use the leading network technology of the day for the backbone, ATM.  The reasons for choosing ATM were many, including: 

· The anticipation of multimedia applications which would require QoS guarantees.

· High speed to support intense network user traffic.

· Scaleable architecture that could grow as CECOM grows.

· To “Practice what we preach” – since ISEC was recommending ATM as the solution for other Army sites, especially CUITN.

System Design

The network that was built featured ATM edge devices and switches as the backbone, with Ethernet hubs connecting to those edge devices.  All of the users within CECOM used10BaseT or 10BaseFL to connect to the buildings’ central hubs.  All user PCs used TPC/IP as the main protocol for communication with mail servers and the Internet.  A centralized server farm was created within the TIC’s building, called CMET-II, for a new mail server as well as web and file servers.  Additionally, a firewall system was placed on the outgoing link from the new ISEC network to the TIC’s previous Internet connection.  The server farm and all of the outgoing connections to the network were centrally located in an area called the Network Operations Center (NOC XE "NOC:Network Operations Center" ) where the administrators could more readily monitor and maintain the network.  The system diagram of this network is shown in Figure 18.
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 Connectivity

Users already used the TCP/IP protocols on their desktop PCs, as a standard component of Windows95.  Since the TIC had an established architecture of Class C subnet groupings for laboratories within its building, that scheme was extended to the rest of ISEC.  Each of the three buildings was assigned a Class C subnet (24 bits for network address, 8 bits for host address) for client PCs.  The server farm was established on a fourth Class C subnet, and an additional subnet was added for network monitoring and administration.  Most of the servers were connected directly to the edge devices using 10BaseT and 100BaseT connections, while critical servers, such as the e-mail host, received ATM NICs and were connected directly into the backbone (not shown).  These ATM-connected servers were also given multiple IP addresses, one per client subnet, to limit the amount of TCP/IP traffic that had to be routed.  The ATM switches were all using LANE 1.0 to communicate with Ethernet devices.

Network Management

Network management is presently done using SNMP-based tools like HP OpenView and the Bay Networks switch configuration tool, Optivity.  For analysis at the individual packet level, network administrators use a fast Ethernet protocol analyzer because all of the user connections are Ethernet, and ATM analyzers are too expensive to justify their rare use.

Ramifications

More Bandwidth 

The hubs on the edge of the network were built with multiple connections to the ATM switches.  In this way, users could be spread out over the hubs so that 10-15 users would share a 10-megabit collision domain and uplink.  This generated a great increase in throughput over the previous implementation of all users in one building sharing a single collision domain.  With the overall balance of throughput, there were no more severe bottlenecks.  The network was seen to be fast enough for all users’ needs and initially was very robust.

Retaining Trained Personnel

The weaknesses of this network did not begin to show themselves until about 2 years later.  The ATM technology is very complicated and administration of the network was a difficult chore.  It became very difficult to maintain trained administration personnel.  This is because as soon as network administrators would develop the skills to be able to manage the network effectively, they would be worth a lot more to industry customers and would be hired away.  Thus the network was always managed by personnel without enough training or experience to do it well.  This made small problems severe because solving them took more effort and downtime than it should.

Instabilities

Later, small improvements were added to the network; a switch upgrade, or a new interface module, and a new version of software code to run it.  As these new versions of software code were added to the network, little problems began to creep in.  Since ATM is such a complicated technology, there is a lot more room for new problems that had never been seen before.  This was the case in the CECOM network.  In early 1999, network crashes became a regular event, as certain switches would shut down frequently, as often as every 5 days.  This problem was resolved after about 2 months of effort, but it is a good example of how difficult the ATM network can be to administer.  

Firewall

Another aspect of the network design was the firewall itself, which is an Ethernet-based device checking IP packets against TCP and UDP port mappings to determine if they are allowed to pass.  Other security devices, such as an intrusion detection system and a secure router, have been added to the network, and all are IP/Ethernet-based.  

No QoS Guarantees

ISEC presently has an ATM backbone with a small handful of users who have ATM to the desktop.  ISEC is connected to the rest of the DoD network through ATM WAN links, but ATM QoS guarantees only apply when ATM is the network media from end to end.  Though it is not likely that more users would get ATM to the desktop, even if it did occur, it wouldn’t help.  ISEC users still cannot utilize ATM QoS guarantees across the WAN because of the Ethernet-based security devices.

“All the Headaches, None of the Benefits”

When this network was first built, the promise of ATM-dependent applications was on every vendor’s lips.  The truth is, the killer-applications that require QoS guarantees never arrived.  Thus, there was never any incentive to bring ATM to the user desktops.  Without using QoS in any user applications, ISEC is maintaining a complicated network and not reaping any of its benefits.  

How the Network is Used - Presently and in the Near Future

At present, the users of the CECOM backbone are using it for regular office work; e-mail, printing, file transfers, world-wide-web access, and access to a corporate database program.  A handful of users have ATM-connected machines and the hardware and software to conduct VTCs across the ATM backbone to other CECOM users on the post.  These VTC calls use QoS guarantees to ensure a high quality session, but as a whole it is not used very often.  This is because the ATM VTC application is very cumbersome to use, and difficult to keep operational.  Also, very few users have this capability, so it is not presently an effective communications medium.  

This is expected to change very soon.  CECOM network administration personnel are planning to greatly increase the use of VTC on the network.  They are accomplishing this through the purchase of 50 high-quality VTC systems from Zydacron.  These VTC products do not require ATM to the desktop, but will communicate across Ethernet using the H.323 protocol.  These VTC products will be installed in the directors’ and team leaders’ PCs within CECOM.  All other CECOM users will receive a lower-quality VTC capability using CUSeeMe H.323 software and parallel port or universal serial bus (USB XE "USB:universal serial bus" ) cameras.  In this way, all users within CECOM will have the capability of H.323 video conferencing.  This upgrade is expected within the next year.

CECOM also has the capability of delivering MPEG-I video streams across the network.  The application for delivery is ATM-based, so guarantees QoS to ATM users.  Reception by ATM users is great, but Ethernet users are also able to view the streams, with pretty good reception.  

Voice and VTC connections between posts have not been achieved effectively over the network.  To date, the main way to accomplish long-distance VTCs is across ISDN and telephones use their normal, separate network as well.  The proposed VTC upgrade will include an H.323 gateway to H.320 VTC over ISDN to facilitate communications with legacy systems and to users on other posts.

Occurring in parallel with this upgrade of VTC capability is a plan to change the main external connection for the CECOM network.  Internet access for CECOM is presently supplied through a T1 ATM link shared by all units on Fort Huachuca.  The future connection will be directly to the Defense Research Engineering Network (DREN XE "DREN:Defense Research Engineering Network" ) (see figure 19) instead of the ATM backbone of the rest of Fort Huachuca.  This connection will be a 100-Mbps Ethernet connection, achieved using multi-mode fiber connections.

Need to Improve the Network

The current CECOM network is not adequate to meet the future needs of the users.  It is not quite at the end of its useful life with the existing traffic demands, but it will reach it soon.  With the installation of VTC capability for every user, traffic on the network is expected to increase dramatically.  Furthermore, with the upgrade of the network’s Internet connectivity, use of the backbone for Internet traffic will also increase.
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Upgrade ATM Network

One solution to preparing the CECOM network for the additional traffic demands is to upgrade many of the components of the existing ATM backbone.  To accomplish this, several steps will have to be made.

Shrink Collision Domains

With the growth of video applications on the network, 10-15 users sharing a single 10-Mbps collision domain is not going to work.  Studies have shown that a typical 10-Mbps CSMA/CD link is practically only good for about 3 Mbps, because of collisions and other issues.  An MPEG-I video stream consumes 1.5-2 Mbps of bandwidth.  One video stream will nearly consume the whole thing, let alone a second video stream, or a higher quality MPEG-II. 

The best solution to fixing this problem is to move from the shared Ethernet hubs to switched Ethernet for all of the user connections.  This will give each user the full use of 10 Mbps, allowing the reception of MPEG video and reducing the negative impact on other network users.  

Moving to switched Ethernet will not be simple.  The network hubs used as edge devices are no longer supported as a technology by the vendor.  When originally purchased, their modular design led to great flexibility in connections and speed options.  Now, 3 years later, modules for these hubs are no longer being sold.  In order to move to switched Ethernet, these hubs will have to be replaced.

Upgrade Backbone Links

After upgrading to switched Ethernet, the backbone links are going to experience saturation.  With 50-100 users on an edge device, all now using 10-Mbps switched Ethernet, more traffic is going to need to move from the switched hubs to the edge devices, requiring larger pipes.  The ATM edge devices are going to require either more 10-Mbps connections or 100-Mbps connections to the switched Ethernet hubs.  More connections will require additional cabling, and converting to 100 Mbps will require purchasing different hardware modules for the edge devices.  Either way this will be expensive.  

On top of all this, the edge devices will likely need to be replaced, too.  Tests in the TIC laboratory, discussed previously in this report, show that ATM edge devices cannot handle more than 76 Mbps of Ethernet traffic being converted to ATM cells.  The problem is that the ATM SAR functions can’t keep pace.  This will require the edge devices to be upgraded or replaced.  Also the ATM switch links will need to be upgraded to 622 Mbps as the 155-Mbps links become saturated.

Total Cost Too High  

Initial estimates of the cost to make these improvements turned out to be way too expensive to consider, so much so that they were not even fully calculated.  Clearly another alternative is necessary.  This led to the following proposed network design. 

Proposed Network Design

Requirements

In order to be considered for the network backbone, the replacement solution must meet several criteria.  

· Installation of the network needs to be low cost.

· The network needs to be reliable, minimizing downtime through a fault-tolerant architecture. 

· The network needs to be easier to maintain than the existing ATM network.  

· All of the user applications must run as well or better across the new network.  No degradation in service to the users is acceptable.  This applies to file transfer throughput, quality of multimedia applications, and overall ease of use.

· The network needs to be able to handle the increased resource demands expected after the VTC and Internet upgrades.  

· It must integrate seamlessly with the existing systems that remain after upgrade.

· It should reflect the ISEC engineering efforts around the country; that ISEC engineers might “Practice What We Preach.”

Only two networking technologies fit the requirements listed above: ATM and GbE.  Since the existing ATM network was less than satisfactory and upgrading it to higher capabilities would be very costly, GbE was considered as a replacement network.  A complete GbE network design for CECOM is presented in this section.

System Architecture

Each of the three buildings in the CECOM network will have a GbE switch at the heart, with 4-6 GbE edge devices to support users within that building.  Users are presently connected to the ATM network using CAT-5 cabling and 10BaseT hubs.  Users will be connected to the GbE edge devices using the same CAT-5 cabling and connecting into 10BaseT switched Ethernet ports on the edge devices.  All of the GbE edge device locations correspond with the current locations of Ethernet hubs.  This will minimize the amount of rewiring necessary for implementation of this network.  Also, because of spare multi-mode and single-mode fiber cabling, this GbE network will be installed completely in parallel to the existing ATM network, greatly reducing downtime during the change-over.  
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Figure 18 shows the overall system diagram of the existing ATM network.  It outlines the core components of the existing ATM network and the connections between them. Figure 20 shows the overall system diagram of the proposed GbE network, with its core components and connections.  These two diagrams show how the replacement GbE components correspond to the existing ATM components.  

Physical Plant 

Most of the physical cabling to implement this GbE network was put in place when the ATM backbone was built.  Multi-mode fiber-optic cabling was installed between every Ethernet hub and its ATM edge device, with excess fiber pairs available for future use.  Using this “future use” fiber, the gigabit network design shown here can be implemented, and can be done in parallel with the existing ATM network, so that cut-over time can be minimized.

The three buildings of the CECOM network are Communications, Measurement, Engineering, and Test [Facility] (CMET XE "CMET:Communications, Measurement, Engineering, and Test [Facility]" )-I, CMET-II, and Greely Hall.  The physical locations of the buildings on Fort Huachuca are shown in the figure above.  Linking the three buildings are single-mode fiber cables, as shown above.  These links were established under the Army’s Outside Cable Rehabilitation (OSCAR XE "OSCAR:Outside Cable Rehabilitation" ) program which specifies that all cabling between buildings will be single-mode fiber (SMF) of 10-m diameter.  Most of the 36 pairs of SMF connecting CMET-II and Greely Hall are not in use currently, but were installed for laboratory uses.  For the installation of the GbE network, some of these pairs will be used, but additional pairs will be released after the ATM network is deactivated.  

Greely Hall

This building is the largest building on Fort Huachuca and is the location of several different agencies.  CECOM has about 250 personnel in five different locations in the building.  Users are presently connected to the network with CAT-5, 10BaseT Ethernet connections, terminating in Ethernet hubs.  These Ethernet hubs are located in wiring closets or equipment racks near each user cluster.  The Ethernet hubs presently connect to an ATM edge device located in the Mezzanine; a small, isolated, second floor wing of Greely Hall.  

When the GbE network is installed, all of the major network equipment will be replaced, but the user connections will not be altered significantly.  The Ethernet hubs will be exchanged for GbE edge devices, and the ATM edge device will be replaced with a GbE switch.  The internal cabling connections to user desks will remain CAT-5, 10BaseT connections, but will now be switched Ethernet, instead of shared.  This can be done because of the tremendous cost reduction in switched Ethernet ports in recent years.  The majority of these connections will also support higher speed connections as well, 100BaseT or even 1000BaseT if the need should arise.  The GbE edge devices will support 100BaseT connections, which may be used for servers initially and users later

Figure 21 shows the cable runs between wiring closets that will be used in connecting the GbE edge devices to the GbE switches.  These fiber runs were installed 3 years ago during the installation of the ATM network, with extra fiber cabling to accommodate potential growth.  This results in free fiber pairs at every location, which will be used to connect the GbE edge devices to the GbE switch.  This is seen in the figure, with one exception; the wiring closet, CP 3-3 is using all six pairs of multi-mode fiber.  Instead of running more fiber cabling, this will be handled by “borrowing” two fiber pairs from the ATM network for the GbE network installation.  This will be done by squeezing the 104 users that are on six Ethernet collision domains down to four domains.  This may cause some small degradation in user performance, but is considered acceptable for the 1-2 weeks expected before cut-over.
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The connections into the Greely Hall switch could be more cumbersome to accommodate.  The Greely Hall system diagram (Figure 22) shows a total of seven connections from CMET-I and -II for inter-switch connections and dual-homing of edge devices.  In addition to this, five more connections from Greely Hall to the other two buildings are required for dual-homing the Greely Hall edge devices.  These 12 connections will all be accomplished using single-mode fiber between buildings.  This will require additional SMF cabling installed between the Mezzanine and the Dial Central Office (DCO XE "DCO:Dial Central Office" ) for the seven connections to CMET-II.  It will also require coordination with the Fort Huachuca DOIM for use of existing cabling to and from the “Vault” to accommodate the five connections from Greely Hall to CMET-I.  

[image: image28.wmf]CMET-I

GbE

Switch

GbE Edge Devices

1000 Mbps

uplinks

over

multi

-

mode fiber

WC1-1

84 users

84 ports

WC 2-2

59 users

60 ports

WC 1-2

44 users

48 ports

WC 2-1

96 users

96 ports

CMET-I

Computer

Room

To

Greely

Hall

 

GbE Switch

To CMET-II

GbE Switch

Multi

-

mode to

single-mode transceivers

1000 Mbps over

single-mode fiber

All user connections are 10-

BaseT


CMET-I

CMET-I is a fairly new building, built in 1990.  It was wired with multi-mode fiber-optic cabling to every desktop.  CMET-I also has CAT-3 copper wiring running to every desktop, which will present a problem if 1000BaseT connections are needed, but it won’t be a problem with this proposed network design.  The GbE specifications call for CAT-5 or better cabling, but for connecting clients at 10/100 Mbps, CAT-3 is adequate.  The multi-mode fiber to the desktops provides an alternative if GbE is required to any desktops.  This is not expected to be a concern any time soon.  

CMET-I also has multi-mode fiber runs from the wiring closets to patch panels in the computer room.  This computer room serves as an ideal location for a GbE switch to support the entire building, and the wiring closets are ideal locations for edge devices.
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CMET-II

CMET-II is the home of the TIC.  The entire first floor of the building consists of laboratory and evaluation facilities.  The second floor is office space and also houses the NOC for the CECOM network.  This building is even newer than CMET-I and was wired thoroughly, so that all user desktops in CMET-II have multiple CAT-5 and multi-mode fiber connections to the wiring closet.  

Each wiring closet has many multi-mode and single-mode fiber pairs leading to the main CMET-II wiring closet, room 238 (see figure 25). Many of the single-mode fiber connections from CMET-I and Greely Hall terminate at a series of patch panels inside one of the CMET-II laboratories.  From this laboratory is another run of 24 single-mode fiber pairs terminating in room 238. Room 238 and its neighboring NOC make up the central locus of all of the CECOM networks presently and in the future.  This is where all of the external connections to the CECOM network terminate.  These include the DREN connection, the connection to the Fort Huachuca network, and the connections to several laboratories inside and outside CECOM.  The NOC is also the location of the network management stations, as well as the Firewall and Intrusion Detection Systems.  Figure 26 shows the CMET-II system diagram.
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Network Architecture

Protocols

The current network is using LANE 1.0 to emulate an Ethernet network for all of the clients.  Replacing this with an Ethernet-based network should be seamless.  Presently, all of the users are divided onto three VLANs, one per building, with corresponding IP subnets, one per building.  In the new architecture, this will be maintained identically, minimizing the impact on users when the cut-over is made.  The users will retain their IP addresses and 10BaseT connections.  

Management

Management of the network will be handled by the same agency that handles the present ATM network, the TIC Network Team.  The Network Team resides in the NOC and uses HP OpenView and other SNMP-based tools to manage the network.  From their stations in the NOC, the network administrators can observe whether the links between networking devices are operational, and the strain on those links.  They can also make adjustments to configuration settings on those devices from the NOC.  

Additionally, the network security products and monitoring tools are all located or accessible from the NOC.  This gives the network administrators the ability to observe security violations on the network and take preventative action in the case of malicious attacks.
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Prioritization

Class of Service Prioritization is not going to be implemented immediately.  Instead, the network will be put in place and observed for bottlenecks.  If an application or user group begins to suffer degradation because of congestion, then priorities will be used to address the problem.  It is not expected to be an issue for quite some time.

External Connectivity

Occurring in parallel with this upgrade consideration is a plan to change the main external connection for the CECOM network.  The future connection will be to the DREN instead of the ATM backbone of the rest of Fort Huachuca.  This connection will be a 100-Mbps Ethernet connection and will be shared with two other agencies on Fort Huachuca.  The connectivity to the DREN can be seen earlier in Figure 19.  

Security Architecture

The Army has several regulations pertaining to security of computer networks and the information those networks carry.  The CECOM network does not carry any classified information, but it does carry personal data.  Because of this, it falls into the C2 level of protection.  

Level C2 requires discretionary access control (DAC XE "DAC:discretionary access control" ), which means that access to specific data is controlled by identification and authentication of users.  C2 also requires auditing of specific security related events such as intrusion attempts.  Since most Army networks require the C2 level of protection, a special Army program called the C2 Protect Program was established to assist network administrators in securing their networks and ensuring that the Army networks do not violate the security regulations.  The C2 Protect Program established a set of devices, collectively called the C2 Protect Stack, that together achieve the C2 Level of security.  This C2 Protect Stack consists of a secure router for maintaining Access Lists, a firewall for filtering IP traffic, and an intrusion detection system (IDS XE "IDS:intrusion detection system" ).

In accordance with the C2 Protect Program, ISEC presently has a firewall and an IDS as well as a secure router which all serve to guard the external links of the CECOM network.  These devices are all Fast Ethernet-based and make filtering and routing decisions based on IP and TCP/UDP header information.  These machines will be moved to the DREN connection as soon as it becomes available, expected in late September 1999.  For security reasons, the locations of these devices are not shown on the diagram, nor described in any further detail.

Costs 

Any network upgrade is going to be expensive.  The question is how expensive will it be, and can the increased efficiency of the network and its users make up for the cost of the upgrade.  With the price of GbE equipment dropping rapidly, it is believed that the cost of this upgrade will be offset by the increased productivity of users.  

The network designers requested bids from several GbE product vendors for this proposed network.  These bids included equipment costs, training, maintenance, and trade-in credit on the legacy ATM equipment.  The costs of equipment and installation minus the trade-in credit spanned a large range, from $200,000-$560,000.  The best deal was from the company who put in the original ATM network, because they could offer the best trade-in credit.  This company also offered the lowest maintenance cost, giving the first three years of “24x7, next-day-replacement” maintenance and software upgrades free of charge and the following years at $28,550/year.  Finally they offered free training, making their bid the best by far, with a 5-year total cost of ownership of $257,000.

Conversion

When the GbE network is installed, it will be assembled in parallel with the existing ATM backbone.  Almost all of the links for the new network will be established with the exception of the user connections and the external post and laboratory connections.  As mentioned earlier, the connections for the GbE edge device to be located in CP 3-3 will also be made by temporarily grouping users onto larger collision domains on the existing Ethernet hubs.  This will be one of the last stages of the installation so as to minimize impact to users.

When the GbE backbone is completely in place and tested thoroughly, the final phase of the cut-over will occur.  This will be done on a weekend to minimize user downtime.  This final phase will consist of moving all user connections from the Ethernet hubs to the GbE edge devices.  Also, during the final phase, the e-mail, web and other critical servers will be moved to the GbE backbone, and the external connections of the post and laboratories will be moved as well.  At the end of the cut-over, the ATM network will not be used by any devices.  It will remain in place for a period of 1 month as a backup system to the GbE network.  At the end of that “probationary” period, the ATM network will be torn down and the equipment given to the vendor as part of the trade-in deal.

Tests and Results

Before recommending any solution for use in the Army, the TIC always conducts thorough tests in its extensive test facilities.  The TIC has been conducting tests of GbE since January 1999 testing several different vendor solutions to determine:

· Functionality – do the products perform in accordance with specifications

· Interoperability – do they work well with other like products

· Performance – How well do they perform in terms of throughput, set up time, recovery from failures, etc.

· Manageability – Ease of use and configuration control

· And several other factors.  

This section is a summary of the results of this testing for one particular vendor suite of products.  The reason for choosing one vendor suite is to keep the amount of data in this report to a reasonable level.  TIC engineers conducted these tests on several vendor suites, and the one used here as an example is one of several that passed the majority of the tests.  For the purpose of protecting licensing agreements, this product vendor will henceforth be referred to as Vendor A, with Products A1, A2, and A3 referring to the edge devices and switches submitted for testing.  In addition to the original GbE suite of tests conducted by the TIC, additional tests of applications were conducted for this report.  Again, the detailed results of these tests for one vendor are presented. 

Test Suites

Stage One - Functionality Testing

Three stages of tests are conducted for each suite of networking equipment.  The first stage covers simple functionality, interconnecting the devices and verifying operational status.  This portion consists mainly of hardware installation and is usually conducted by TIC engineers, with vendor engineers alongside to help with problems and to train the Army personnel in configuring the equipment.  This test is completed when all devices are communicating properly and end stations can pass traffic through the entire network. 

Stage Two - Capabilities Testing

The second stage of testing deals with capabilities of the equipment, with respect to performance, specifications and interoperability with other devices.  It also covers simulated network traffic and network management.  The main categories of this testing are listed below:

· Edge Device Evaluation – Tests throughput rates of users’ ports, how the switch handles congestion, and conformance to proper size Interframe Gap (IFG XE "IFG:Interframe Gap" ).

· Gigabit Switch Evaluation – Tests throughput rates of switch ports, response to congestion, conformance to proper size IFG.

· Layer 3 Switching/Routing – Tests that the switch can conduct IP routing both at the core of the network and at the edge devices.  Also verifies that routing protocols commonly used in the Army (OSPF, BGP) are supported.

· VLAN Capabilities – Tests whether the products support the use of VLANs and VLAN tagging.

· Additional Services and Features – Tests support for flow control, multiple line trunking, and programmable ASICs.  

· Systems Evaluation – Tests traffic loading of network by emulating users running simple TCP/IP-based applications such as FTP and TELNET.  Also tests network recovery time in case of failure, and handling of multicast traffic.  Figure 27 shows the test configuration for a complete end-to-end systems evaluation.

· Network Management – Tests management capabilities of products and ease of use.  Verifies use of SNMP and MIB variables to configure devices from a remote management station.  

To accomplish many of these capabilities tests, the evaluators at the TIC use a tool called Remote Terminal Emulation (RTE XE "RTE:Remote Terminal Emulation" ).  This is a software-based product used to emulate user loads on the network by using a series of slave machines to send traffic.  A master device instructs the slave machines to run scripts set up in advance by the testers.  These scripts emulate typical user behavior in a given application, such as TELNET, FTP, or web access.  Each slave machine can emulate the behavior of about 30 users, giving the testers the ability to predict the network’s performance with 1-2000 users in the 64-machine configuration shown in Figure 27.  
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Stage Three - Applications Testing 

The third stage of testing deals with applications that will run over these networks.  Stage Two testing covered some simple applications loading on the network in the System Evaluation portion.  Stage Three deals more with the special requirements of different applications that the network is expected to support, for example, the delay characteristics that a video teleconferencing application requires.

Results of Testing 

Results from the first stage of testing are not collected.  Products that cannot complete Stage One do not go on to the remaining tests.  As part of the CUITN program, the Stage Two tests, i.e. the Capabilities Tests, were conducted during the winter and spring of 1999 to determine the feasibility of using GbE as the network backbone for CUITN installations.  For this report, a summary of one vendor’s scores is given as a sample of the tests that are covered.  The results for the sample vendor, called Vendor A, are shown in Appendix A.  The detailed test procedures and results are too cumbersome to enclose in this report.  For these testing procedures and results, the reader is referred to the Army’s published reports at http://www.hqisec.army.mil/cuitn.html.  These complete test results are only available to DoD agencies.  For public access to the test results, a version of the report, with vendor names removed, can be requested from that same web site

In summary of the results of Stage Two, several, but not all, of the vendors’ solutions were deemed acceptable for use in Army backbones.  For those that passed the tests, this means that their products met all of the criteria listed above, that of functionality, interoperability, performance, and manageability. 

Many of the network design requirements for the CECOM network on Fort Huachuca have been covered by the tests conducted for CUITN.  In particular, reliability and ease of management were confirmed as well as seamless integration with legacy systems.  Other results of the testing state that the interoperability between vendors is not entirely seamless.  This led the designers of the CECOM network to focus exclusively on single-vendor solutions.  Knowing that the products under consideration all met the standards set forth by the IEEE gave the designers the confidence that the network would not be a proprietary implementation, and would be upgradeable in the future.  

The Stage Three tests were designed and conducted by the author of this report, with the help of other TIC engineers, during the summer of 1999.  This stage of applications testing had never been done before at the TIC, but the capability has now been added through the work done for this report.  The remainder of this section describes these application tests in detail and interprets the findings.  The results section deals especially with the ability of the design to meet the requirements of the CECOM network.

Applications Performance Requirements

Applications Support

The areas that are of most concern are multimedia applications.  Specifically, the requirement to support multiple VTC calls and streaming video must be met by the new network.  Also e-mail, printing, database access and file transfers should be as smooth and fast as the existing network, if not more so.  

The other main use of network resources is Internet traffic; file downloads and World Wide Web traffic being the dominant uses here.  Presently, real-time applications use over the WAN has been very sparse, consisting only of audio and video streaming, mostly for personal use.  This type of traffic is already best-effort because it traverses the Internet.  This type of WAN application was not tested as part of this thesis.  

Performance Criteria

Each application used on a computer network has a specific set of requirements that it requires of the network.  The needs of the applications vary depending on type, but they can be represented by combinations of four criteria: throughput, packet loss, delay, and delay variation.  The requirements of e-mail, printing and file-transfer applications are high throughput and low packet loss.  Delays of a few milliseconds, or even a few seconds will rarely be noticed in these types of applications.  Database applications are more sensitive to delay, because they are used in real-time, meaning that the user is waiting for an immediate response from the server before making his next entry.  The delays caused by the network in this type of application, however, are usually negligible in comparison to the time it takes for a database server to process a query. 

Multimedia applications are very sensitive to delay and delay variation.  In a VTC application, where two users are attempting to have a conversation on-line, the video and audio frames need to be received quickly so that the conversation flows smoothly and the video stays in-synch with the audio.  VTCs are somewhat sensitive to delay variation as well.  The VTC application must display the frames as they are received. If video frames are not received in a smooth, even stream, the resulting video will appear jerky, and this is not satisfactory.  Throughput also is a concern because it influences the delay.

Streaming video is a one-way communication and is actually not sensitive to delay.  When a user initiates a 10-minute video presentation, for instance, he does not concern himself much with how quickly the video stream begins.  Typically, the stream takes several seconds to start, of which only a small fraction is due to network delay.  Of far greater importance in the video streaming application is delay variation.  Once that stream of video frames begins to hit the receiver, the frames need to keep arriving at a steady rate.  Just as with VTC, but of much more severity in an MPEG-I or MPEG-II video stream, if the video frames are not received consistently, the resulting video will appear jerky.  In a typical VTC application, where most of the motion comes simply from the other person’s facial movements, this may sometimes be tolerable, but in a streamed video, where the video action can be critical to the presentation, jerky video is unacceptable.   

Packet loss affects all of these applications to varying degrees.  In most e-mail and file transfer applications, lost packets are retransmitted, using the TCP protocol to control when packets need to be resent.  The outcome of this is that the overall throughput of the application will be lower, due to the increased amount of data crossing the network from retransmitted packets.  For the VTC and streamed video applications, packet loss does not require retransmission.  A video frame that is not complete when it is time to display it, because of lost packets, is simply discarded and not shown later.  The result, then, of packet loss on video applications is dropped video and/or audio frames, resulting in jerky video, or as pops and breaks in the audio.  

Internet traffic can act entirely different from local traffic.  Typically, the user has little influence on the speed or quality of Internet traffic.  The assumption in this report is that the majority of delays and throughput problems perceived by users of Internet traffic will be caused by the Internet itself before the packets reach the LAN, and that the added delays caused by the LAN will be negligible by comparison.  Because of this, the applications testing does not include testing of WAN applications.

Test Methodology

Appendix B details the methodology used in the testing of the applications over the network.  This section is a summary of that test plan.

Prioritization

Most GbE switches have the capability to prioritize traffic based on several different factors:  IP addresses, input and output ports, network protocol, VLAN membership, and application types.  TIC engineers tested the capability to establish CoS based on IP addresses and application type because they expect these to be the only ones, if any, used in this network.  All devices on the CECOM network use TCP/IP, or UDP/IP, so the network protocol does not give much room for delineating traffic streams.  Also, the VLAN configuration of one VLAN per building does not subdivide the users in any useful way.  Prioritizing on input and output ports may be useful, but for most cases, using source and destination IP addresses will achieve the same thing.  

This leaves network managers with two methods to prioritize traffic that will be highly useful, if it becomes necessary.  On initial implementation, it is expected that the high bandwidth of GbE alone will result in no network congestion on any links.  If this is the case, then priority will be irrelevant, as shown by the test results below.  If it does become a problem, where links occasionally fill up and real-time traffic begins to suffer, then these two methods of establishing priority can be enabled.

Configuration

Since the GbE network design calls for a fully-meshed switch configuration, the furthest apart any two clients can be from each other is two edge devices and two GbE switches.  Therefore, this was used as the test configuration, as depicted in the test methodology diagram, Figure 28.

Test Suite

The actual tests were a mixture of real applications using PCs, and simulated applications using a network analyzer.  The real applications used were an H.323 VTC program (NetMeeting), a video streaming application that transmits MPEG-I and -II using multicast (Optivision), and a file transfer application (Windows Directory Sharing).  These three applications represent all of the applications necessary to support the CECOM network requirements.  E-mail, printing, and database access are all basically subsets of file transfer, because of the protocols used and the sensitivity to packet loss and throughput.  The VTC and the video streaming applications represent most types of multimedia traffic in their sensitivity to delay and delay variation.  

In addition to the applications tests, a network analyzer was used to simulate applications as well.  The reason this is required is because the analyzer can record statistics with far greater detail than using the applications themselves.  This is useful in interpreting the response of the network to various loads and user traffic.

Test Procedure

TIC engineers ran this suite of tests against the network configuration shown in Figure 28 to see what the application response would be.  The engineers also wished to see how the response would be affected by network congestion.  

Baseline

The first set of tests established a baseline of the ideal situation where the network had no other traffic than the test applications.  Second, they saturated the network with generic traffic to fill the backbone connections to 50% of their capacity.  This simulates a heavily utilized network, far exceeding the bandwidth demands currently seen on the CECOM network.  This was accomplished using the packet generator device to put 500 Mbps of traffic on the GbE links, D and E, in both directions.  

Congested Network

Next, they filled the gigabit network links to 100% of their capacity, using the traffic generator to put 1000 Mbps on first links D an E, and later on links A and B.  Then they added the test applications on top of that traffic to force contention of the links.  How the network handles contention differs based on which link is suffering the congestion.  Because of this, the engineers ran two different sets of 100% congestion tests.  The first set had the traffic generator filling up links D and E, causing congestion at the exit of the edge devices leading into Links A and B.  The second set used the traffic generator to fill up links F and G, which caused congestion in the switch ports going out Link C.

Prioritizing Traffic

 The suite of tests was run with the network links fully congested.  The applications obviously suffered due to the contention on the links.  The amount of the degradation was recorded and then, using settings available within the switched and edge devices, priority was enabled for the application traffic to have precedence over the other generated traffic.  In the edge devices, this was accomplished by having the device put traffic into different queues based on the TCP or UDP source or destination port of that traffic.  In the switches, it was accomplished using IP addresses to determine which traffic has precedence.

In an operational network, this prioritization would equate to administrators giving certain applications better service than others.  This may become necessary if network backbone links become routinely congested and applications begin to suffer.  Application traffic that is of low importance can be given low priority compared to traffic from a critical server or a certain type of program such as VTC.  Appendix B explains this test methodology in slightly more detail.

Results

Proposed GbE network

Network Analyzer Test Results

Table 3 summarizes the results of the network analyzer suite of tests.  

Explanation of Results Chart

In each of these tests, the protocol analyzer sent 128-byte frames both directions across the network for 20 seconds at 100 Mbps.  The frame loss depicts the percentage of those frames that were dropped by the network.  Frame loss occurs when the buffers on the switch become filled so as additional frames arrive, some are dropped.  The latency average is the time that it takes a frame to cross from one side of the network to the other.  The maximum latency is the time it took the slowest frame to reach the opposite side of the network.  The variation column represents the statistical standard deviation from the average latency.

The last value of this chart shows the time it took 99.99% of the frames to cross the network.  The remaining .01% of frames are considered lost or discarded by the application because of arriving too late.  This amount of loss is considered acceptable for most multimedia applications.  All latency values are in microseconds (µs).

Table 3: Network Analyzer Test Results - GbE




      Latency
 ( in microseconds) 




Priority    enabled
Frame Loss 
Average
Variation
Maximum
99.99%

Baseline
None
0.0000%
99.4
46.8
706.9
300

Moderate (50%) load 
None
0.0000%
117.3
14.2
489.3
300

Congestion on links A & B
None
6.9226%
683.7
4.6
992.8
900

Congestion on links A & B
Yes, On TCP source port (HTTP)
0.0181%
480.6
96.6
1314.0
800

Congestion on link C
None
6.9446%
315.9
3.5
765.6
400

Congestion on link C
Yes, On IP address
0.0246%
170.9
82.7
3059.9
500

Interpretation of Results 

These results show that the GbE network, with no other traffic, will experience little to no frame loss, and the latency of the network will be reasonably consistent and very small, on the order of 0.1 millisecond.  These results also show that for a network with 50% additional traffic load on its gigabit links, the statistics are the same as in a baseline with no additional traffic.  The frame loss is 0%, as expected, and the latency is still low and consistent.  When that load is increased to 100%, and applications try to run in addition to that load (causing contention for the gigabit links), the packet loss increases dramatically, as does the average latency.  The 99.99th percentile also increases, meaning that on average it takes a lot longer for the packets to cross the network.  These results hold true whether the contention is on the links between the two Layer-3 switches (Link C), or between edge devices and switches (Links A & B).

Because 50% traffic load did not noticeably affect the network’s ability to deliver traffic, prioritization at this level was not tested.  When prioritization of the test data stream was enabled for the 100% link loading, the results showed a significant reduction in frame loss, on the order of 300 times less than the non-priority test, for both loading situations.  Also, the average latency went down when priority was enabled.  Oddly, the maximum latency actually went up when priority was enabled, but this is not critical because the percentage of high latency frames is extremely small, as evidenced by the low value of the 99.99th percentile time. 

What do these results mean to user applications?  Table 3 shows a 6.9% frame loss in both cases where gigabit links in the network are fully loaded and priority is not enabled.  This represents a network that is terribly congested with traffic, and this amount of frame loss would be devastating to most applications.  Because a video frame is made up of several IP packets which are in turn carried by multiple Ethernet frames, losing 6-7% of all Ethernet frames is going to result in a great deal of pixelated and incomplete video frames.  Also, data applications that utilize TCP/IP are going to see a remarkable slow down in transmission times because many IP packets will need to be retransmitted because a single Ethernet frame of that packet was dropped. 

If this network begins to experience congestion in production use, these test results show that enabling priority can greatly reduce the frame loss for high-priority or highly sensitive applications.  This should be encouraging for tentative adopters of GbE, because critical traffic can be given higher priority at all times.  Then, if congestion does occur, that high priority traffic should not suffer noticeably.  This prioritization will hinder traffic from e-mail, printing, etc., but the congestion will usually not be frequent enough for these types of applications to be greatly affected. 

The latency figures in these results are very encouraging.  Even under congested loads, frames still crossed this network with a maximum time of 3 milliseconds, and typically in far less time than that.  Video communications experts agree that in order for a comfortable conversation to take place in a real-time video or audio application, the information must travel from the source to the destination in less than 300 milliseconds (ms XE "ms:millisecond" ).  A great deal of that time is consumed in compression and decompression of the video at the PCs.  These results show that the delay added by this network, even in the extreme of 3 ms, is almost negligible when compared to the 300 ms of a typical voice or video application.

Application Tests Results

This section is looks at using real applications to confirm these conclusions from the network analyzer tests.  Table 4 summarizes the results of the application tests and is explained below.

Explanation of Results Chart

The same six scenarios were used to test the network under no load, moderate load, and saturated load.  The applications used were a Windows Networking File Transfer operation, a Microsoft NetMeeting session for the VTC application, and an Optivision live MPEG encoder for the video streaming application.  The file transfer consisted of the entire Windows Installation directory copied from one PC hard drive to another.  A total of 1026 files in 180 folders amounted to 125 megabytes (MB XE "MB:megabytes" ) of data crossing the network.  The results chart shows the time in seconds to complete the file transfer, and the number of valid Ethernet frames generated during that transfer

In the two video applications, data was gathered on the number of Ethernet frames received, but the data for the VTC was not useful in finding any trends.  In the video streaming application, the data were also not useful, because a consistent connection could not be maintained through the fully-loaded network.  More about this in the next section.  A subjective analysis from viewing the two video applications was recorded in the results.

Analysis of Application Test Results

File Transfer Application

The file transfer data were very enlightening.  As predicted, the application across a congested network required much more time to successfully transmit all of the files.  In the case where the network analyzer test showed a 6.9% frame loss, the time to transmit the files increased from the baseline of 108 seconds to 350-370 seconds.  When priority was enabled, the time to transmit the files returned to approximately the same amount of time as the baseline.  In fact, in the case of application priority, it took significantly less time than the baseline.  TIC engineers have no idea why this should be faster than the baseline.  This confirms that by enabling priority, file transfer traffic travels the network as well as if no other traffic were present.

The valid frames field shows the number of frames sent across the network to complete the file transfer.  The number of valid frames increases when the network is congested.  This represents retransmitted frames because of the frame loss.

VTC Application

The testers went to great effort to ensure that the video used for each test was identical, to produce a common baseline that would not change throughout the testing. When the network was not congested, with either no traffic or 50% loading, the video picture was the same; smooth and clear.  They even ran this test at 98% network loading and still the video response was unaffected.  Only when the network was fully saturated was the video picture affected, and then it was quite obvious.  The picture would become jerky, sound would be intermittent and blocks from the picture would be missing (pixelization).  When priority was enabled on the network, giving the VTC stream higher priority than the saturating traffic streams, the VTC picture would be fine.  Subjectively, it seemed to be the same as the baseline, which confirmed the results generated earlier with the network analyzer tests.

Video Streaming

The video streaming application acted very much like the VTC application in its “All or Nothing” behavior.  Even at 98% saturation, the video stream was still clear and smooth, as was the audio.  At 98% saturation of a gigabit link, 20 Mbps of bandwidth is still available, and this is plenty for these video applications.  When the gigabit links were completely saturated, though, the behavior of the video stream was slightly different than that of the VTC application.  The video receiver’s picture became jerky and pixelated, and the sound quality diminished, but that’s not all.  At random times during the saturation tests, the video stream would suddenly drop completely out, and would not restart.  With priority of the video stream enabled, the picture returned to smooth and clear, but it was still subject to random failures, and again wouldn’t start up.  This occurred whether priority was enabled or not, and it happened at unpredictable times.  The MPEG generator continued to generate the digital stream, but the switches ceased to forward the data to the receiver.  

The reason for this odd behavior was not readily apparent.  The testers believe that it has something to do with the Internet Group Management Protocol (IGMP XE "IGMP:Internet Group Management Protocol" ) “leave” and “join” messages required for a multicast stream.  The engineers added priority rules to allow IGMP messages higher precedence than the flooding traffic, but it did not help.  The solution to this remains a mystery, and should be noted for implementations where streaming traffic is required and link saturation is expected.  The TIC needs to conduct more tests to determine if this is a problem with all GbE switches, or is exclusive to Vendor A.

Existing ATM Network

Test Methodology 

To interpret the results gained in the GbE network tests, the testers need to compare the results to those gained by running the same tests against the existing CECOM ATM network at Fort Huachuca.  To accomplish this without affecting risking the production network, the engineers built a mock-up of the CECOM ATM network in the laboratory.  

Unfortunately, matching all of the tests was not possible.  VTC applications written for ATM devices differ greatly from those written for GbE, so a comparison of the two would not yield useful data.  Similarly, the ATM video stream application is built differently and cannot be compared to the Optivision Ethernet application.  

What was done was a subjective analysis of the video quality.  The video produced by ATM VTC and video stream applications is high quality, without jitter or pixelation.  This was compared to the results of the GbE VTC and video streaming applications, without congestion or with congestion plus prioritization enabled.  The GbE results are high quality without jitter or pixelation, equal to the ATM results.  The one exception to this is when the video streaming drops out suddenly under congestion, described earlier.

All of the other tests could be matched almost exactly.  For objective tests, the engineers ran the file transfer application across ATM, and compared its results to those of GbE.  They also ran the same suite of network analyzer tests.  The network diagram for the test is shown in Figure 29.  

These tests ran in much the same method as the GbE tests before, with a few notable exceptions.  The ATM devices were set up to use LANE, just as the current ISEC network, so they did not have the ability to prioritize traffic like the GbE network.  The two edge devices were set to different IP networks, just as in the GbE tests, so that all traffic in the tests would cross the one-armed router.  This is the most difficult path of any traffic on the current ATM network, so was deemed the best configuration for these tests.

Network Analyzer Test Results

The first thing the engineers observed is that the ATM edge devices could not keep pace with the protocol analyzer sending a full 100 Mbps across the line.  Even when establishing the baseline where no other traffic crossed the network, the ATM edge devices could not pass a full 100 Mbps.  Because of this, the analyzer was changed to use only 10 Mbps of the 100-BaseT pipe.  Even with only 10 Mbps, the baseline still showed a large frame loss compared to the GbE baseline.  

The reason for this poor performance comes from the cell SAR functions being done by the edge devices.  When the baseline test was repeated with traffic flowing from one Ethernet port to another, where no SAR functions are being done, the switch transferred the data at a full 100 Mbps without any frame loss.  Tests were also conducted with and without the router being involved to verify that it was not being a bottleneck to the network.  That left only the SAR function of the ATM edge device, which agrees with previous TIC testing on ATM networks.  After some experimentation, the engineers discovered that the SAR functions broke down when more than 76 Mbps of Ethernet traffic were being converted to ATM cells.  Testers used 76 Mbps as the maximum load on the network, corresponding to the 100% load in the GbE tests.  They used 38 Mbps for the 50% moderate load.

The latency of the ATM network baseline is pretty consistent between 1 and 3 milliseconds, not as good as the GbE but good enough for any multimedia applications using the network. 

Table 5: Network Analyzer Test Results – ATM




     Latency 

(in microseconds)



Priority enabled
Frame Loss 
Average
Variation
Maximum
99.99%

Baseline
N/A
0.034%
1842.2
126.7
2647.9
3000

Moderate (50%) load 
N/A
0.808%
2496.6
239.1
3971.5
4000

Full load on links A & B
N/A
12.175%
28766
NR
39613.0
NR

When the moderate load was added to the network by the packet generator, the numbers changed dramatically.  When the edge devices were saturated with 78 Mbps of traffic, the protocol analyzer traffic suffered tremendously.  The latency on the fully loaded network is around 30 milliseconds, which is a large enough delay to adversely affect multimedia communications, and with a 12% frame loss, the session will also be plagued by audio pops and video pixelation.  The engineers were not even able to initiate a VTC session over the network when it was fully congested.  

Application Tests Results

As stated earlier, the only application test that could generate useful comparison data was the file transfer application.  Unfortunately, the results were extremely inconsistent, as seen in Table 6 with the wide range of completion times for the file transfer application.  The transfer time was all around much longer than with the GbE network.  This should be expected since the GbE network links are much higher speed, but the inconsistent nature of the file transfer times over ATM was not anticipated.

Test Results Summary

The results of this series of tests showed that the GbE network equaled or outperformed the ATM network in all areas of applications testing.  The multimedia applications actually performed better on the GbE network than on the ATM network when under moderate and heavy traffic loads.

With QoS enabled on the ATM network, this would obviously not be the case, but the existing CECOM network does not utilize QoS.  The tests also showed that with CoS enabled using prioritization, video applications on the GbE perform as well as on an ATM network with QoS.

These tests did confirm the prediction of the GbE network designers, that the existing ATM network would not be able to handle the increased traffic load expected from the VTC installation.  With the edge devices’ SAR functions being overwhelmed at around 76 Mbps, and suffering at less than that, the sheer bandwidth constraints alone show that the ATM network cannot handle the predicted load.  A typical VTC session uses about 500 kbps of bandwidth, more if high-quality.  One hundred and fifty simultaneous VTCs would totally absorb the entire SAR function of an edge device.  With a network of 600 users, 150 simultaneous calls is highly unlikely, especially through one edge device, but the point is still valid because other users are also sending traffic.  Besides VTCs and video streams, which run at 1.5-6 Mbps each, users are continually sending e-mail, accessing databases and file servers, printing and surfing the Internet.  All of this adds up to a lot of traffic being converted to ATM cells, pushing the SAR capabilities of the edge devices to the limit.  This reinforces the need to replace the existing ATM network with something that can handle the expected traffic load.

Summary and Conclusions

ATM was chosen as the technology for CUITN and CECOM networks when multimedia applications were expected that would require the quality of service that ATM provides.  Over the following 5 years, those applications did not materialize.  What did materialize are IP-over-Ethernet-based applications such as Voice over IP and H.323 video teleconferencing.  The best media to transport these types of IP-based applications is GbE.

As for the QoS question, testing shows that the old adage of “throw more bandwidth at the problem” works well for solving QoS concerns on the LAN.  High bandwidth, combined with prioritization mechanisms give GbE the ability to handle the quality needs of multimedia and real-time applications.   

Recommendations   

This report shows that GbE is a viable solution for the Army’s post backbones and infrastructures.  It is a good fit to the Army’s needs for low-cost, highly reliable systems that are easy to maintain.  In that respect, it should be used for all future CUITN post backbone installations instead of ATM.

For existing network backbones, the equipment cost of upgrading to GbE might not be justifiable, unless other factors warrant the change.  In the case of CECOM, it will be necessary to upgrade the existing network in order to handle the expected increased demand for network assets.  Two major factors are driving this expected increase: upgraded Internet connectivity, and widespread VTC capability.  The increase in the size of the external connection to the Internet from T1 (1.5 Mbps) to Ethernet (100 Mbps) is expected to occur sometime this month.  As users have more success accessing Internet resources, use of those resources will likewise increase, causing more traffic to cross the network backbone.  The other major factor is the installation of widespread VTC capability, which will also greatly increase network bandwidth demand across the backbone.  Furthermore, manufacturers continue to produce applications that require more and more bandwidth.  Eventually, users should expect to see video on demand and desktop VTC application become common throughout the entire Army.  

This report shows that bandwidth and quality intensive applications work well over the proposed GbE network.  Even when congested, the prioritization of critical applications can make the applications operate as smoothly as if the network were uncongested.  It is the recommendation of this engineer that CECOM upgrade its network backbone to GbE as soon as possible.  

Constraints

For long-distance communications, end-to-end QoS using ATM has been impossible to achieve with the Army’s current security infrastructure and impractical to have to the desktop.  Also, GbE is not presently equipped as a WAN or long-haul technology.  The solution, then, for long-distance communications is to meld the two technologies together.  Network designers should use the best possible LAN backbone technology, GbE, to send information from the source, across the LAN to the demarcation point, the C2 Protect security stack.  Then the information can travel through the ATM WAN for transport to the remote location, and back down through another GbE LAN after passing through another security stack.  As the technologies of Diffserv and MPLS mature, they will facilitate this process by allowing QoS-like capabilities that will help real-time applications run smoothly from end-to-end.

Future Work

Solving the long-haul QoS problem is going to be a major goal of the Army network managers in the next few years.  It remains to be seen if ATM will remain as the primary WAN technology.  Until GbE can be implemented on long-haul links, ATM will remain dominant in this area.  Research work can be done to determine the feasibility of GbE over SONET, DWDM, and other long-haul solutions to gain high-bandwidth solutions for long-haul networking.      

In the meantime, or if GbE cannot be shown to be a viable long-haul solution, a method for interfacing GbE backbones with ATM WANs is necessary.  This interface must have the capability of handling end-to-end QoS demands for the hybrid network solution.  The future technologies of MPLS and Diffserv should facilitate this, but need more development before they are ready for implementation. 

The problems experienced in the multicast video streaming tests on congested networks should also be addressed.  These may never become an issue on production networks, but care should be taken to ensure that it is resolved before it does.  Tests should be conducted to determine if the problems experienced with the video stream dropping out is specific to that particular vendor or is an industry-wide issue.

ACRONYMS AND ABBREVIATIONS

AAL
ATM adaptation layer

ABR
available bit rate

AFN-K
Armed Forces Network - Korea

ASC
Army Signal Command

ASIC
application specific integrated circuit

ATM
asynchronous transfer mode

BUS
Broadcast and Unknown Server

C2P
C2 Protect

CAC
Call Admission Control

CAN
campus area network

CAT-5
Category 5 [cabling]

CBI
circuit bundling initiative

CBR
constant bit rate

CD
collision detection

CDV
cell delay variation

CDVT
cell delay variation tolerance
CECOM
Communications-Electronics Command

CLP
cell loss priority

CLR
cell loss ratio

CMET
Communications, Management, Engineering, and Test (Facility)

CONUS
Continental United States

CoS
class of service

CSMA/CD
Carrier Sense Multiple Access with Collision Detection

CTD
cell transfer delay

CUITN
Common User Information Transport Network

DAC
discretionary access control

DCO
Dial Central Office

Diffserv
Differentiated-Services

DISA
Defense Information Systems Agency 

DoD
Department of Defense

DREN
Defense Research Engineering Network
DWDM
Dense Wave Division Multiplexing

ELAN
emulated LAN
E/TR
Ethernet or Token Ring
FDDI
Fiber Distributed Data Interface
FTP
File Transfer Protocol

GB
gigabyte

Gbps
gigabits per second
GbE
gigabit ethernet
GFC
generic flow control

HEC
header error control

HTTP
HyperText Transfer Protocol
IDC
International Data Corporation
IDS
Intrusion Detection System

IEEE
Institute of Electrical and Electronics Engineers

IETF
Internet Engineering Task Force

IFG
interframe gap

IGMP
Internet Group Management Protocol
IP
Internet Protocol

ISC
Information Systems Command

ISDN
Integrated Services Digital Network
ISEC
Information System Engineering Command

km
kilometer

LAN
local area network
LANE
LAN emulation

LEC
LAN emulation client

LECS
LAN emulation configuration server

LED
light emitting diode

LES
LAN emulation server

MB
megabyte
Mbps
megabits per second
MCR
minimum cell rate

MPEG
motion picture experts group
MPLS
multiprotocol label switching
MPOA
multiprotocol over ATM

NHRP
Next Hop Routing Protocol

NIC
Network Interface Card

NIPRNET
Non-Classified Internet Protocol Router Network

NOC
Network Operations Center
OSCAR
Outside Cable Rehabilitation

OSI
Open Systems Interconnection

OSPF
open shortest path first network

PC
personal computer

PCR
peak cell rate

PHB
per hop behavior

PT
payload type

QoS
quality of service

RSVP
Resource Reservation Protocol

rt
real-time

RTE
Remote Terminal Emulation

SAR
Segmentation and Reassembly

SCR
Sustainable Cell Rate

SNMP
Simple Network Management Protocol

SONET
Synchronous Optical Network
STP
Shielded Twisted Pair
SVC
Switched Virtual Circuit

Tbps
terabits per second

TCP
Transmission Control Protocol

TCP/IP
Transmission Control Protocol/Internet Protocol

TIC
Technology Integration Center

ToS
type of service

UBR
unspecified bit rate

UDP
User Datagram Protocol

UTP
unshielded twisted pair

VBR
variable bit rate

VBR-rt
variable bit rate – real-time

VBR-nrt
variable bit rate – non-real-time

VC
Virtual Channel

VCC
virtual channel connection

VCI
virtual channel identifier

VLAN
virtual local area network

VoIP
voice over IP

VP
virtual path

VPI
virtual path identifier

VTC
video teleconference

WAN
wide area network
WHS
Washington Headquarters Service
WWW
World Wide Web
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APPENDIX A

‘Vendor A’ Gigabit Testing Summary

Hardware Features

Test Scenarios
Pass/Fail Yes/No

Not supported (NS)

Not Tested (NT)
Comments

Device Under Test
Product A1 
Product A2
Product A3


Edge Device Evaluation


Throughput Percentage *
Pass
Pass

Product A1’s throughput at 10-100Mbps streams performed between 80 and 85%, but ran line rate at 8 streams.

IFG  0.96 (sec
Pass
Pass



IFG  0.096 (sec

Pass



Port Autosensing
NT
NT

Not tested due to a SmartBits autosensing bug, results are invalid

Address Handling
 

  Forwarding Rate 10,000fps
32,765
49,149



  Forwarding Rate 148,800fps
999
320



Head of Line Blocking


  Congestion Control
NC
NC

No Congestion Control (NC)

  % Dropped
33%
33%

Expected loss 33% with NC

MMF Gigabit Port Supported
Yes

(1 Port)
Yes



SMF Gigabit Port Supported
Yes
Yes
Yes
Product A3 was the only device that provided two SMF ports.  These ports were not tested for distance due to a 15db loss in the TIC’s fiber run.

Hardware Features

Test Scenarios
Pass/Fail Yes/No

Not supported (NS)

Not Tested (NT)
Comments

Device Under Test
Product A1 
Product A2
Product A3


Gigabit Switch Evaluation


Throughput Percentage of 90% or Greater *


Pass
Product A3 was used as the core switch with Product A2 on both edges.

IFG  0.096 (sec


Pass
Product A3 was used as the core switch with the Product A2 on both edges.

MMF Gigabit Port Supported


Yes


SMF Gigabit Port Supported



Product A3 was the only device that provided two SMF ports.  These ports were not tested for distance due to a 15db loss in the TIC’s fiber run.

Layer3 Switching (Routing)


Throughput  Percentage 


  Routing on The Edge

Pass

Product A3 was used as the core switch with two Product A2s on both edges.

  Routing on The Core

Pass



  Routing in both Core and the Edge

Pass



Error Handling

NT

Not run due to time constraints.

Routing 


OSPF
Yes
Yes

Tested in Systems Test and Smartbits Test

BGP4
No
Yes

Vendor Claim

Hardware Features

Test Scenarios
Pass/Fail Yes/No

Not supported (NS)

Not Tested (NT)
Comments

Device Under Test
Product A1 
Product A2
Product A3


VLAN IEEE 802.1Q Tagging


Routing 2 VLANs
Pass
Pass
Pass


Routing Multiple VLANs
Pass
Pass
Pass


Broadcast Leak of Port Base VLAN
Pass
Pass
Pass


Broadcast Distribution of Port Base VLAN
Pass
Pass
Pass


Gigabit Ethernet Services/Features


Multiple Trunk Lines Full-Duplex Performance

Pass



Multiple Trunk Lines Full-Duplex Rerouting

Pass



Precedence (Layer4)

Pass



Traffic Control 802.3x (Flow control)

Pass



ASICs Programmable
Yes
Yes
Yes
Vendor Claim

Redundancy


Power supplies
Yes
Yes


*  Throughput performance is based on  (# of Streams times % throughput / 10).

Hardware Features

Test Scenarios
Pass/Fail Yes/No

Not supported (NS)

Not Tested (NT)
Comments

Device Under Test
Systems

Products A1, A2, and A3


Systems Evaluation


FTP 2hr Test (2 VLAN) **
Pass


FTP 2hr Test (64 VLAN)**
Pass


Network Recovery Edge Device
Pass


Network Recovery Gigabit Switch
NT
Not Tested due to vendor not providing enough equipment.

Pulse/Soak/Mix Test (2 VLAN)
Pass


Pulse/Soak/Mix Test (64 VLAN)
Pass


Multicast Generator (MGEN)
Pass


Optivision Multicast Traffic
Pass


Hardware Features

Test Scenarios
Pass/Fail Yes/No

Not supported (NS)

Not Tested (NT)
Comments

Device Under Test
Systems

Products A1, A2, and A3


Network Management


Network VLAN
Pass


Device Performance Monitoring
Pass


Network Element Configuration
Pass


Port VLAN Identifier
Pass


SNMP Trap
Pass


SNMP MIB Walk
Pass


SNMP SET & GET
Pass


SNMP index to “down”
Failed
MIB II variables did not work.  Admin status could only be set using vendor proprietary MIB. 

SNMP index to “up”
Failed
MIB II variables did not work.  Admin status could only be set using vendor proprietary MIB. 

SNMP Security


  Community String
Pass


  SNMPv3 Access List
NS
Will support on the release of ver 3

SNMP Telnet Session
 

  NT Platform
Pass


  Solaris Platform
Pass


  Linux Platform
Pass


**A Pass is time outs occurring on no more than 1% of 1200 users.

Vendor A Gigabit Testing Summary Continued

Overall Comments / Observations

Vendor A uses the CISCO command line interface (CLI) to configure their devices.  Network Administrators who are familiar with the command line should have few problems configuring these devices.  Vendor A passed all Remote Terminal Emulator (RTE) systems tests.  There was very little degradation of video quality during the multicast load test.  All devices are equipped with redundant power supplies and successfully passed the network recovery tests.  
Product A1:  Vendor A provided their layer 2 switch for testing.  This device can however be upgraded to a layer 3 switching device by installing an upgrade software package.  The layer 3 software package was not tested during this evaluation.  The version of Product A1 used during testing had 16 10/100Mbps ports and 1 1000Mbps uplink. This device had a 4.2 Gbps switched backplane with 1.6 Gpbs switching fabric.  Testing showed that no congestion control was present resulting in 33% loss of data on the oversubscribed port. 

Product A2:  The blades for this device are interchangeable with Product A1 except for the 4 or 8 port 1000BaseSX or LX Management module.  Product A2’s throughput rate was wire speed for both layer2 and layer3 switching.  The equipment supported IEEE 802.1Q VLAN tagging and OSPF routing protocol.  With trunking, Vendor A supports load sharing based upon destination MAC address algorithm as opposed to balancing the traffic across their Gigabit uplinks.  

APPENDIX B.  

PRIORITY APPLICATION TRAFFIC 

TEST METHODOLOGY

Objective

To determine if the Layer 4 priority can be set so that critical application traffic frames can have priority over all other traffic frames when there is congestion on the switch.

Configuration

The configuration used for this test is shown in Figure B-1. This configuration consists of two GbE switches, two edge devices, a packet generator, a packet analyzer and two application PCs. The packet generator has 1 Gigabit transmit stream connected to Edge Device #1 and 1 Gigabit receive stream from Edge Device #2.  The Gigabit edge devices have a one-Gigabit stream connecting each to a Gigabit switch, Links A & B, and the two switches connected together with another one-Gigabit link, Link C. 

Methodology 

Three applications are used to model critical application traffic patterns across the network: an H.323 VTC application, an IP video streaming application, and a file transfer application.  The statistics gathering capability of the applications is limited and varied, so a protocol analyzer is also used to simulate applications and gather accurate network statistics.  

Protocol Analyzer

The protocol analyzer will be used to run a suite of three tests to measure latency, jitter, frame loss and throughput under different simulated applications.  The protocol analyzer used is a Netcom 2000, and the tests are built into the SmartFlow application for use with that analyzer.  Each test will be run a minimum of three times and the average results will be reported. 

Establish Baseline

With the packet generator idle, and no other traffic crossing the network, the protocol analyzer initiates two full-duplex streams, one in each direction.  The analyzer measures the throughput, frame loss, delay, jitter (delay variation) of the resulting streams and the results are recorded.  Next, the application PCs set up an H.323 VTC link between them and the smoothness and quality (subjective) of the communication is noted.  Another protocol analyzer is used to count the number of Ethernet frames received by the VTC application within a certain time interval.  Third, an MPEG-1 video stream is initiated from PC-1 to PC-2.  Using the statistics on the receiver application of PC-2, a baseline for dropped packets and transmission rates is recorded.  Finally, a file transfer is executed from PC-1 to PC-2, and the transfer is timed and recorded.  Each of these tests is executed independently of each other so as not to influence the results.  

For each video test, it is important to use the exact same video sequence to ensure accurate measurements.  To solve this, a video cassette recorder (VCR) and television are set up to provide the video feed.  For the MPEG-1 video stream, the output of the VCR is fed directly into the MPEG-I decoder and viewed on the receive port of the second PC’s decoder.  For the VTC application, the desktop cameras are aimed directly at the television screen so that the full picture was displayed by the cameras.  The same 2-minute video clip is used for each test to ensure consistent results.

Full Traffic Load Tests

The packet generator transmits two 1-Gbps streams into the two edge devices, Streams D and E.  In this manner, all three of the Gigabit links should be flooded with traffic. For all configurations, the packet generator streams are generic, non-priority UDP/IP traffic.  For each test, a consistent mixture of frames sizes is used to flood the network.  

No priority enabled

While the network links are flooded, the protocol analyzer initiates a full-duplex stream simulating application traffic.  This causes network congestion at the ports connecting the edge devices to the switches.  With no prioritization set within the switches and edge devices, the analyzer runs its suite of three tests as before.  

When the analyzer tests are completed, the three applications tests are repeated as before.  The statistics for the video stream are recorded, the multiple file transfer is timed, and the VTC session is subjectively analyzed for quality and smoothness.  The Ethernet frames are also counted to determine if there is a change in the number of frames received by the application.  

Layer 4 Priority Enabled

The edge devices are now configured to allow certain traffic to have a higher priority than other traffic.  In this way, the test application traffic should be able to cut through the congestion and reach the destination in a timely fashion.  

The edge devices are enabled to allow HyperText Transfer Protocol (HTTP) traffic to have higher precedence than any other traffic.  The protocol analyzer then initiates the full-duplex stream simulating HTTP application traffic.  The application traffic should have precedence over the packet generator traffic and, in theory, should have traffic characteristics similar to the unloaded baseline results.  The results of the suite of packet analyzer tests are recorded.  

When the analyzer tests are completed, the three applications tests are repeated as before.  In these tests, the edge devices place the application traffic in a higher priority queue by filtering on the TCP/UDP source port used for that application.  For the video streaming application, this is UDP, port 2000.  For the file transfer it is TCP, ports 139 and 1027.  For the VTC application, the source port address varies with every connection.  The VTC connection needs to first be established, the packet stream analyzed to determine the four source ports used and then the priority enabled for that address.

Layer 3 Priority Enabled

For this test, the Gigabit streams D and E are disabled and streams F and G are activated.  This puts the responsibility for congestion control onto the gigabit switches.  The protocol analyzer next initiates the full-duplex stream simulating application traffic, but this time with 802.1p Class of Service (CoS) set to highest priority for the analyzer traffic.  This setting is made in the gigabit switches by establishing priority by IP address.   With the traffic from the application PCs set to high priority, it should have precedence over the packet generator traffic and, in theory, should have delay and jitter characteristics similar to the unloaded baseline results.  The results of the simulated application stream are recorded.  

When the analyzer test is completed, the three applications tests are repeated as before, also set to high-priority.

Layer 2 and Layer 3 Priority Enabled

The protocol analyzer next initiates the full-duplex stream simulating application traffic, but this time with 802.1p Class of Service (CoS) set to highest priority for the analyzer traffic.  This setting is made in the layer-two edge devices and in the layer-three switches.  With the stream’s priority set to high priority, the traffic should have precedence over the packet generator traffic and, in theory, should have traffic characteristics similar to the unloaded baseline results.  The results of the simulated application stream are recorded.  

When the analyzer test is completed, the three applications tests are repeated as before, with their IP addresses also set to high-priority.

Moderate Traffic Load Tests

The packet generator transmits two 1-Gbps streams into the two edge devices, Streams D and E, but in this test, the streams are only 50% saturated.  In this manner, all three of the Gigabit links have traffic, but are not saturated.  Again, the packet generator streams are generic, non-priority UDP/IP traffic, using a consistent mixture of frames sizes to flood the network.  

While the network links are moderately filled, the protocol analyzer initiates a full-duplex stream simulating application traffic.  This simulates a more realistic production network scenario.  With no prioritization set within the switches and edge devices, the analyzer runs its suite of three tests as before.  

When the analyzer tests are completed, the three applications tests are repeated as before.  The statistics for the video stream are recorded, the multiple file transfer is timed, and the VTC session is subjectively analyzed for quality and smoothness.  The Ethernet frames are also counted to determine if there is a change in the number of frames received by the application.  
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Figure � SEQ Figure \* ARABIC �1�: OSI/ATM LAYER MODELS
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Figure � SEQ Figure \* ARABIC �2� : ATM Cell Contents
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Figure 4: ATM LANE Initialization 
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Figure � SEQ Figure \* ARABIC �4�: Worst Case Collision Timing 








�EMBED PowerPoint.Slide.8���


Figure 9: GbE Distance Limits 
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Figure 11: Carrier-extended and Non-carrier-extended Frames.
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Figure 12: Frame Bursting 











Weighted fair queuing:


Consider a device with two queues, a high and a low priority queue.  If both queues are full, and high priority traffic always goes first, frames in the low priority queue may never get sent, or be sent too late to be useful.  Weighted fair queuing guarantees that all queues are sending information across the link all the time.  The difference is in the rates; high priority traffic will send more frames than low priority. 
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Figure 15: Diffserv/MPLS Implementation
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Figure � SEQ Figure \* ARABIC �3�: Diversity of QoS
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Figure 20:  Proposed GbE Network System Diagram


	





What about audio communications?  


In this report, audio communications is considered a subset of video communications.  Both VTCs and streamed video include audio within the same transmission.  An audio stream by itself, then, can just be considered a video stream where no video is being sent.











�
�
File Transfer - 125 MB�
�
VTC �
Video Stream�
�
�
Priority enabled�
time (seconds)�
Valid frames�
Subjective Analysis�
Subjective Analysis�
�
Baseline�
none�
106�
131038�
smooth, clear�
smooth, clear�
�
Moderate (50%) load �
none�
�
�
smooth, clear�
smooth, clear�
�
Full load on links A,B,C�
none�
359�
151329�
jerky, pixelation�
[jerky, pixelation]*�
�
Full load on links A,B,C�
On TCP/UDP source port�
88�
143142�
smooth, clear�
[smooth, clear]*�
�
Full load on link C�
none�
368�
152475�
jerky, pixelation�
[jerky, pixelation]*�
�
Full load on link C�
On IP address�
113�
131346�
smooth, clear�
[smooth, clear]*�
�
* The multicast video stream traversed the congested network with same quality as VTC, but could not be maintained more than a minute or two.  Apparently multicast control signals (IGMP leaves, joins, etc.) could not propagate across the congested link, even with prioritization enabled.


Table 4: Applications Test Results - GbE
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Figure 19: DREN Connection
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Figure B-1: Priority Application Traffic Test Configuration
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Figure 27: Systems Evaluation Configuration
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Figure 14: Multicast Pruning
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Figure 13: Sample VLAN








File Transfer Speed


If one works the numbers, he will see that the 125-MB used in the file transfer test equals 1000 megabits of data.  Adding a generous 30% for overhead from the network protocols, one would expect to send this amount of data across a gigabit network in about 1.3 seconds, or since the PCs are using 100BaseT NICs, 13 seconds.  Why does the fastest scenario take seven times this amount?  The reason is that the PC hardware cannot produce the data to the network at a rate of 100 Mbps.   Computer bus speeds, hard drive access rates and processing time to create the packets greatly affect the rate that the PC can send data to the network.  Also, time is consumed at the TCP layer waiting for acknowledgements to return from the receiving PC.  These test results confirm that 1000BaseT NICs in PCs are not going to give any noticeable speed improvement.
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Figure 8:  Star-Wired Topology
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Figure 6: Bus Topology








Table 6: Applications Test Results - ATM


File Transfer - 125 MB�
�
�
�
time (seconds)�
�
Baseline�
311-582�
�
Moderate load, 38 Mbps�
380-944�
�
Large load, 76 Mbps�
664-1170�
�
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Figure 29:  ATM Applications Test Configuration
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Figure 28:  GbE Applications Test Configuration
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Figure 16: CUITN GbE Architecture
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Figure 5: CUITN ATM Architecture
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Figure 26: CMET-II System Diagram
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Figure 24: CMET-I System Diagram








�


Figure 22: Greely Hall System Diagram
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Figure 2� SEQ Figure \* ARABIC �5�: CMET-II Wiring Diagram
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Figure 23: CMET-I Wiring Diagram
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Figure 21:  Greely Hall Wiring Diagram
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Figure 18:  Existing ATM Network System Diagram
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