AMSEL-IE-TI TR No. 01/049, September 2001


AMSEL-IE-TI TR No. 01/049, September 2001


[image: image1.jpg]INTERNET GROWING PAINS:
THE CASE FOR IP VERSION 6

BY
TRACE GUNSCH

SEPTEMBER 2001

U.S. ARMY INFORMATION SYSTEMS ENGINEERING COMMAND
TECHNOLOGY INTEGRATION CENTER

DISTRIBUTION A
Approved for public release; distribution is unlimited.

PRODUCT CERTIFICATION
Signatures below indicate that this product does not develop a design or require a formal
architectural review and complies with all USAISEC standards.

g . OBt

TRACE GUNSCH ALAN J. BALZARINI
Critical Skills Expert Team Leader
Emerging Technology Computer Systems Evaluation Team

& Ao PN
EORGE H. ROBBINS II IEL Q. BRADFORD
Group Leader Director,

Technology Assessment Group Technology Integration Center




[image: image3.wmf]IP

Ethernet

802.5

802.4

802.3

X.25

Frame

Relay

SLIP

IPX

ATM

Arcnet

Appletalk

PPP

TELNET

FTP

SNMP

SMTP

NFS

DNS

TFTP

RIP

BGP

Layer 6/7:  Applications

Layer 5:  Session

Layer 4:  Transport

Layer 3:  Network

Layers 2 & 1:  Data Link

& Physical

Finance

Logistics

Personnel

Office

Automation

Windows

X

IGP

EGP

TCP

UDP

IGMP

ICMP

IP Convergence

[image: image4.wmf]Bit  0

4

12

8

16

20

31

24

28

Version

Traffic Class

Flow Label

Payload Length

Next Header

Hop Limit

Source Address

Destination Address

Bit  0

4

12

8

16

20

31

24

28

Version

IHL

Type of Service

Identification

Flags

Fragment Offset

Source Address

Protocol

Time to Live

Total Length

Header Checksum

Destination Address

Options + Padding

20 octets

40 octets

[image: image5.png]



	DISCLAIMER

The use of trade names in this document does not constitute an official endorsement or approval of the use of such commercial hardware or software.  Do not cite this document for the purpose of advertisement.

CHANGES

Refer requests for all changes that affect this document to:  USAISEC, ATTN:  AMSEL-IE-TI, Fort Huachuca, AZ  85613-5300. 

DISPOSITION INSTRUCTIONS

Destroy this document when no longer needed.  Do not return it to the organization.  Safeguard and destroy this document with consideration given to its classification or distribution statement requirements.




[image: image11.wmf]Bit  0

4

12

8

16

20

31

24

28

Version

Traffic Class

Flow Label

Payload Length

Next Header

Hop Limit

Source Address

Destination Address

Bit  0

4

12

8

16

20

31

24

28

Version

IHL

Type of Service

Identification

Flags

Fragment Offset

Source Address

Protocol

Time to Live

Total Length

Header Checksum

Destination Address

Options + Padding

20 octets

40 octets


Executive Summary

The Internet Protocol (IP) as it was developed no longer meets the needs of the Internet community.  It is suffering growing pains from understandable oversights by its developers and unanticipated, explosive growth.  The primary needs of the Internet community that IP, as originally designed, does not fulfill are:  more addresses, security, quality of service, smaller route tables, mobility, and auto-configuration.  There are two ways to meet these needs: either repair the existing protocol by adding additional protocols and capabilities or replace the protocol with something better.

Repairing the IP has been occurring for several years and some supplementary protocols have become standard issue.  Many repairs haven’t actually solved the problems, however, but have simply delayed the necessity of replacement.  It is difficult to say whether repairing IPv4 can continue indefinitely.  Until we know for certain, we need to develop an alternative plan. 

The IPv6 is the only viable candidate to replace IPv4.  It addresses all of the problems of the current IP and leaves room for additional capability.  The U.S. Army needs to develop familiarity with IPv6 now, influence future developments of the protocol to ensure military-specific needs are met, and be prepared to adopt it as the IPv6 maturation process is completed.
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internet growing pains: 

the case for IP version 6

1.0  What’s Wrong with THE INTERNET PROTOCOL

Internet Protocol (IP XE "IP:Internet Protocol" ) has been the central network protocol of the Internet since the Internet’s inception.  It was created in 1970 for simple inter-computer communications long before the personal computer (PC XE "PC:personal computer" ) revolution.  It eventually became the protocol of convergence for all Internet communication (Figure 1); “everything runs over IP and IP runs over everything.”  The explosive growth in the number of PCs and users, and the unanticipated reliance on the Internet for corporate communications, commerce and information, have uncovered weaknesses of this protocol and several resulting problems for implementations.
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Figure 1.  IP Convergence

1.1  Address Space

There will soon be more users and user devices on the Internet than there are possible IP addresses (see figure 2.)  As originally conceived, every device on the Internet should have a unique IP address.  IP has four billion unique IP addresses, but can only effectively use about one billion, mostly because of the way the addresses are distributed.  Even if all four billion could be used, estimates today predict the number of worldwide, networked devices will exceed four billion sometime between 2005 and 2015.  This increased demand is expected to come from IP-enabling of more devices; cell phones, personal digital assistants (PDA XE "PDA:personal digital assistant" s) and home appliances, as well as from more users, especially from Asian markets; Japan, Korea, China, and India.
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Figure 2.  Current IPv4 Address Allocation 

[Source: Internet Assigned Numbers Authority.  Blue indicates consumed addresses, listed by first prefix]

1.2  Security

By design, IP has no security capabilities.  It was designed to be a simple network protocol for exchanging information.  At the time of its inception, security was not a major concern, and applications or higher-level protocols were expected to handle communications security.  With a greater reliance on the network for business-critical traffic, security has become a major concern at all layers of the network.  It is easy for an intruder to forge the addresses of IP packets, modify their contents or inspect their contents in transit.  Each of these intrusions can have devastating consequences to users and their data.

1.3  Quality of Service

IP is a best-effort protocol, which means the routers and switches that comprise the network backbone do their best to route all packets, and to treat all packets equally.  When congestion occurs on the network, IP routers and switches store packets in buffers to send later, but if the buffers are full, new packets get dropped.  As reliance on the Internet increases, the need for guaranteed delivery of all packets becomes important, especially for time-sensitive applications such as voice and video communications.  A quality of service (QoS XE "QoS:quality of service" ) mechanism can guarantee some packets get better treatment than others, so voice traffic, for instance, could have priority over e-mail traffic, which can be retransmitted later if packets were dropped.  Some network protocols, like asynchronous transfer mode (ATM XE "ATM:asynchronous transfer mode" ), have QoS inherent in their structure, but IP does not.

1.4  Route Tables

For information to get from one network to another, the machines at the core of the Internet must route traffic from one network to another based on IP addresses.  Much like telephone numbers and zip codes, these routers use the first few numbers of an address to determine the region where the address is located, send the packets to that region, and then the local network finds the exact address.  The problem with the Internet is that the number of unique regions is incredibly large, potentially as many as two million, and each core Internet router needs to maintain a table of routes on where to send traffic bound for a specific region.  This is too large a burden for routers and causes router delays from address lookups on the large table.  The telephone numbering scheme is hierarchical, where the first few numbers identify a country, the next few identify a region, then a city; each area progressively smaller.  The regions of the Internet have no such hierarchy to simplify routing.

1.5  Mobility and Auto-configuration

As the number of devices on a local network increases, maintaining the numbering of those devices manually becomes a challenge.  Auto-configuration is the ability for the network to assign IP addresses to machines without user intervention and is a much-desired feature by network administrators.  As more and more devices become wireless, this issue becomes even more complex because users may roam between networks and will expect that their machines will still communicate with the Internet.  This only works if their network addresses can change automatically as they drift from one network to another.  IP was not built with either of these capabilities.

2.0  WHAT can we do about it


Just as in the above analogy, there are two basic approaches to dealing with the Internet’s “engine,” IP; repair it or replace it.  Repairing is cheaper and can be done piecemeal, but the repaired engine may still break down.  The replacement engine, with its finely tuned new parts will last much longer and run smoother, but it will be costly to install, in both time and money.  The next two sections will discuss these two approaches; the work that has already been done, what is left to do, and the pros and cons of each approach.

3.0  REPAIR

There are several approaches to repairing IP, and many of them are being implemented widely today.  Most of the repair efforts address one or two of the problems of IP by building a work-around solution or by adding a capability with an additional protocol.  This section covers many of those work-arounds, their positive and sometimes negative effects on the Internet.

3.1  Network Address Translation (NAT)

Network Address Translation is a method of connecting multiple computers to the Internet using one IP address. It does this by using a device called a NAT XE "NAT:Network Address Translation"  gateway, which is the single interface to the Internet, and owns the IP address.  Behind the NAT gateway is a network whose addresses are not advertised to the Internet, and so do not need to be globally unique addresses.  The NAT handles the routing of packets to the appropriate device in its network, and changes the IP address on outgoing packets to be its unique IP address.  In this way, several computers can “share” one globally unique IP address.  NAT is being used today a great deal by small businesses and home users who wish to connect a few devices to the network, but don’t want to pay for an entire subnet.

NAT helps alleviate Problem #1 of IP, running out of addresses, by allowing a network of thousands of machines to consume only one unique Internet address.  This is not without some side effects.  One of the founding principles of IP was end-to-end communication – the two computers talk directly to each other, and the network in between does not participate.  With NAT, that paradigm changes, causing problems with some security systems (such as IPSec), and possibly with future applications.  On the positive side, NAT can be viewed as a stepping-stone to hierarchical routing, where routing tables are built more like trees, similar to the area code/switch/number format of the telephone network.  A hierarchical routing system will greatly reduce the size of the routing tables described in Problem #4.

3.2  Dynamic Host Control Protocol (DHCP).

The DHCP XE "DHCP:Dynamic Host Control Protocol"  has been in use for several years to allow network administrators to easily dole out IP addresses by automating the process.  A DHCP server keeps a pool of usable addresses and hands them out to machines as they are booted up or added to the network.  This helps in a small way to reduce the number of addresses used; not all the machines will be in use on the network at the same time.  It mainly helps solve Problem #5 by achieving some level of autoconfiguration.

DHCP has potential problems when it interacts with domain name service (DNS), which maps computer addresses to names.  The DNS allows users to type in an easily remembered name, like www.tic.com, and the network will look up the address.  If a machine is assigned a new IP address every day, the look up tables could have difficulty staying current.  This was a big problem with early deployments of DHCP, but some newer systems typically integrate DHCP with DNS.  The Army’s secure DNS program does not readily integrate DNS and DHCP.

3.3  Classless Inter-Domain Routing (CIDR).

Network Computing Magazine calls CIDR XE "CIDR:classless inter-domain routing" , “the decade’s most important kludge.”
  It allows modification of the five network classes originally defined in IP (see sidebar) to support a wider range of classes for specific needs.  It is used in two main ways, for two different purposes.  The first goal is to address Problem #4 by combining several small networks into larger ones.  Most often, CIDR is used to take several Class C IP networks and combine them into a single network, with a single entry in route tables.  This is done by changing the subnet mask, which is 24 bits for Class C addresses, to 18 or 20 bits.  A 20-bit mask allows 16 Class C addresses to be combined into one routable network.

The second aspect of CIDR is to take some of the large Class A networks and sub-divide them into multiple networks of Class C or larger size.  The Class A networks, each containing 16 million addresses, are drastically underutilized, so reclaiming some of these addresses helps address Problem #1.  The downside is that this exacerbates Problem #4 by creating more routable addresses.  Each Class A address subdivided can yield as many as 65,000 more Class C networks, each with a unique route.

3.4  IP Security (IPSec)

IPSec was created to address the issues identified in Problem #2.  It is an additional protocol inserted between Transmission Control Protocol (TCP XE "TCP:Transmission Control Protocol" ) and IP to provide a specialty header that protects the TCP data by encrypting it.  Using IPSec, the network user can be assured that the IP packets received are:


a.  From the claimed sender (authentication).


b.  Contain the original data that the sender placed in them (data integrity).


c.  Were not inspected by a third party (eavesdropping).

IPSec has been very successful in patching this problem of IP.  The only problem with IPSec is that if both ends of a communications system are not using it, then the security does not work. Also, if one end of the system is behind a NAT router, then the security protocols do not work.

3.5  Differentiated Services (DIFFServ)

DiffServ XE "DiffServ:differentiated services"  is an attempt to give quality of service capabilities to IP packets.  Using some of the bits in the Type of Service byte, packets are identified with a priority level that is used by switches to expedite delay-sensitive packets.  While not exactly true QoS, studies
 have shown Diffserv-style prioritization is highly effective for meeting the QoS needs of multimedia applications.  Several prioritization schemes have been developed under the DiffServ umbrella, but none of them meet everyone’s needs.  For example, the US Army wants at least eight precedence levels just for voice over IP (VoIP XE "VoIP:voice over IP" ) traffic, to replicate the existing phone system’s flash/override capabilities.  The demand for prioritization levels and other settings, such as traffic policing options, exceeds the number of combinations possible with the 8-bit Type of Service Field.

3.6  Multi-Protocol Label Switching (MPLS)

Most local area networks (LAN XE "LAN:local area network" s) running IP use Ethernet as the data link layer.  Many wide area networks use ATM, which has extensive QoS capabilities.  Running IP over ATM can achieve QoS, but most applications do not employ the capability, and most user machines are Ethernet-based.  The MPLS XE "MPLS:multi-protocol label switching"  provides a mechanism to allow Ethernet/IP packets to utilize QoS capabilities while traversing an ATM network.  Substantial work in industry today is aimed at getting MPLS and DiffServ to work together to solve Problem #3 by providing end-to-end QoS, or at least a near approximation of it.

3.7  Problems Yet to Be Solved

Despite all of these efforts to deal with the problems of IPv4, several problems still exist.   This is a list of some of those problems and the steps being taken to combat them.


a.  Using NAT to overcome the address problem causes the problems of end-to-end security and reverse lookups.  Several efforts are underway in the Internet Engineering Task Force (IETF) to develop a means to get security across NAT devices, but none look overly promising.


b.  The route tables of the Internet’s core routers are enormous.  CIDR as a whole has made this problem worse, not better.  While the processors of these machines have been steadily speeding up, the growing size of the route tables and the increasing speeds of network communication are causing the processors to be more and more of a bottleneck.  One possible solution TIC personnel recently proposed to Cisco is to build portions of the route tables into Application Specific Integrated Circuits (ASICs) or Field Programmable Gate Arrays (FPGAs).  These are the same devices that allow the router to dissect packets and make Access Control List decisions at or near line speed.  The theory is that the majority of the Internet route tables are fairly static, and thus could be built into ASICs.  More fluid routes, and old routes that change, could appear in software overriding the ASIC routes.  But, since hardware routing is many times faster than software, the goal is to shrink the software route table considerably, greatly increasing the speed of routing decisions.


c.  An IETF working group exits to solve the problem of mobile users moving between networks, Problem #5.  Called the Mobile IP working group, they have developed standards to allow IP nodes (computers) to “seamlessly ‘roam’ among IP subnetworks and media types.”
  Internet Protocol mobility is a critical need for deployed Army units who are constantly on the move, but need to retain network connectivity.  The Army has experimented with Mobile IP, but with very little success.  There seems to be a lot of work yet to do to make this standard, or its implementations, reliable enough for tactical operations.

4.0  REPLACE

The other option to trying to make all of these patches, repairs and kludges work is to simply replace the existing IP version 4 infrastructure with something better.  The IETF has been developing a replacement for IPv4 XE "IPv4:IP version 4"  since 1992.  Selected in 1995, the candidate protocol was named IP version 6 (IPv6 XE "IPv6:IP version 6" ).  Later this year, ISEC will publish a primer white paper to explain the features of IPv6 in detail, but for now, here is a list of the basic features IPv6 brings to the Internet:

· Expanded Address Space.  The IPv6 address length is 128 bits, enough for billions of unique addresses in every square inch of the Earth’s surface, with addresses left over for the Moon and beyond.

· Security.  IPSec is built-in, providing authentication and privacy.

	IP Problems
	Band-Aid
	IPv6

	Address Space
	NAT
	128 bits

	Route Tables
	CIDR              Routes in ASICs?
	Hierarchical routing

	Security
	IPSec
	built-in

	Auto-configuration
	DHCP
	built-in

	Mobility
	Mobile IP
	built-in

	QoS
	DiffServ, MPLS
	CoS built-in


· Quality of Service.  Class of Service capabilities are built-in, similar to DiffServ but with far more options available such as the ability to label packets as part of specific flows.

· Hierarchical Routing.  Like the telephone numbering system, IPv6 supports a hierarchical approach to routing, where all addresses in a certain country, for example, could all begin with the same prefix.  This would greatly simplify the routing tables in the Internet’s core routers.  

· Removal of Classes.  CIDR has shown us that the classes of IPv4 are not as useful as the ability to make sub- and supernetwork addresses.  The IPv6 supports creation of network address spaces of any size necessary, thereby simplifying routing tables.  

· Auto-configuration of Addresses.  The IPv6 has a built-in system superior to today’s DHCP.

· Mobility.  This is much simpler in IPv6 because of better auto-configuration.

Several other features in IPv6 improve over IPv4; better multicast support, elimination of broadcast messages, and a much improved header extension capability so other features can be easily added as needed.

4.1  Format

The header of IPv6 packets is twice the length of an IPv4 packet, because of the length of the address.  Some superfluous header fields were not carried forward from IPv4 to IPv6.  Version 6 also has a next header option which allows for additional header information to be added at the end of the header much like an appendix on a report. Figure 3 shows the headers of the two protocols.

One necessary consideration the creators of IPv6 took into account is backwards compatibility.  To that end, a set of addresses is reserved in IPv6 specifically for IPv4 address mapping.


Figure 3.  IP Version 6 and IP Version 4 Headers

4.2 Transition Methods

Converting billions of machines from IPv4 to IPv6 is going to be a painful process.  Someone said the conversion of the Internet to IPv6 “will make Y2K XE "Y2K:Year 2000"  look like a walk in the park.”  It is not as simple as changing the network layer of the protocol stack.  All seven layers of the protocol stack will be affected.  Applications, such as Internet browsers, will need to be modified to be able to handle the new addresses, as will the operating systems, not just in computers but also in cell phones and other Internet-enabled devices.  In the network, routers and switches, as well as firewalls, IDS systems et al, will need to be changed and several background functions, such as Simple Network Management Protocol (SNMP XE "SNMP:Simple Network Management Protocol" ) and domain naming service (DNS XE "DNS:domain naming service" ) lookups, will also need to be rewritten.

The transition period is expected to last 20-30 years, starting with pockets of IPv6 computers, moving to a cohabitation of both protocols, then toward a reduction to small pockets of IPv4 and eventually a phase out of IPv4 altogether.  The first phase of this has already begun, with small pockets of IPv6 in various test facilities throughout the world, many of which are interconnected on the 6Bone, an Internet-like network specifically for IPv6 testing and development.

4.3  Cohabitation

Nice as it might be to throw a switch and convert the Internet to IPv6 overnight, it is utterly unfeasible to prepare such an enormous amount of hardware and software for a hard cut-over.  Instead, both protocols will need to co-exist and users will need to communicate seamlessly between the systems for quite some time.

The IPv6 community has developed methods to enable cohabitation and cross-communication of IPv4 and IPv6.

· Dual Stack hosts/routers.  The simplest method for coexistence is for both protocols to be implemented on the same device.  This allows a web server, for example, to receive requests from machines running either protocol and answer them accordingly.  The drawback is that it takes a lot of processor power for a computer to handle both stacks.   Also, routers and switches which typically use ASICs for high-speed routing will require two sets of ASICs, which may not be possible, or make routing decisions in software.

· Tunneling.  The idea of tunneling is to encapsulate one protocol inside of another for transmission across a foreign network.  Initially, the tunneling efforts are to encapsulate IPv6 inside of IPv4 packets for transmission across the Internet.  Later, as the balance begins to shift, we will see encapsulating of IPv4 packets inside of IPv6.  These tunnels can exist between routers or between hosts, or combinations of each.

Figure 4.  Cross-Communication Techniques 

4.4  Where IPv6 Is Today

The IPv6 as a protocol was completed in 1994, but the many supplementary protocols that comprise Internet communication are in various stages of development.  Protocols such as SNMP and DHCP were developed over the years as needed for IPv4, but now that we rely on these functions, a conversion to IPv6 requires all of them to be completed and ready to implement.  DHCPv6 and SNMPv6 are basically complete, but other supplementary protocols, such as DNS and routing protocols like open shortest path first (OSPF XE "OSPF:open shortest path first" ), are not.  Many of the capabilities of IPv6 also need to be ironed out, such as a common definition of precedence settings in DiffServ.

Another issue for concern is the implementation of hierarchical routing.  While this would be a tremendous benefit when it comes to shrinking the Internet routing tables, it is very different from the way many networks are implemented.  Many global companies maintain their own computer networks, and have all of their world-wide systems in the same address space.  A hierarchical routing scheme based on region or country conflicts with the routing by network for such a global company.

4.5  The Transition to IPv6

Will a transition to IPv6 ever occur?  It is difficult to say for certain, but we believe it will.  The biggest demand for IPv6 is in the emerging Asian markets, where IPv4 addresses are rare.  If a global conversion to IPv6 does occur, it will most likely begin with countries like Japan, Korea, China, and India; whose infrastructures may quickly become entirely IPv6 because of a small base of IPv4.  As products are developed and deployed for these countries, they will mature in capability and become cheaper and more reliable.  Operating systems, like Microsoft Windows will begin to have IPv6 embedded in the code instead of simply as an add-on.  Hardware manufacturers like Cisco will begin building IPv6 ASICs for their switches and routers instead of routing in software.  As these products get cheaper and more reliable, the benefits of IPv6 will begin to outweigh the drawbacks of the conversion.  Companies and organizations will begin to announce cut-over plans, citing specific application needs such as distance learning or video teleconferencing (VTC XE "VTC:video teleconferencing" )/VoIP as the driving factor.  The momentum will continue to grow as more companies see the economic benefits of moving to IPv6.  There will be some systems, however, that will never convert, in particular some small businesses or certain legacy machines, simply because it is not worth the trouble.  These pockets of IPv4 will remain for a very long time, disappearing only by attrition.

4.6  Time Frames

When will all of this occur?  Most of the primary vendors are promising IPv6 products in the next 2 years, if not already.  Cisco has IPv6 code available for their high-end routers, with version 12.2(2)T, but it is software-only.  IPv6 ASICs will probably not be produced until at least 2005.  Sun has produced IPv6 code for several years for their operating systems, but Microsoft has only recently built an IPv6 stack for Windows machines.  Sun’s IPv6 is pretty much embedded into the operating system, but Microsoft’s is beta code that is an add-on.  Microsoft promises a more stable and integrated version of IPv6 by 2003.  Production of IPv6 products will follow an upward spiral; as user demand increases, more and better products will be produced, causing increased user demand.

It is our belief that IPv6 will start becoming dominant in Asian countries sometime between 2005 and 2008.  IPv6 will remain mostly as a test environment in the U.S. during this time, but we should see implementations stateside beginning around 2010.  By 2015, the mass migration of the Internet to IPv6 should be well underway, perhaps already at the halfway point where IPv4 devices no longer outnumber IPv6 devices.

4.7  The U.S. Army’s Role

The U.S. military does not have a pressing need for IPv6.  Being an early adopter of IPv4, the military has plenty of address space for future growth.  Most of the other problems with IP in military networks are being satisfied with the band-aid solutions described above.  Where the military can most benefit from IPv6 is in the tactical arena, where mobility and auto-configuration will be a great asset, and QoS guarantees are needed.

At this time, we are not advocating that the Army be on the bleeding edge of technology for the conversion to IPv6.  A better strategy would be to observe those users who require IPv6 to meet their existing requirements and to let them deal with the headaches of troubleshooting and developing conversion strategies.  The Army should spend its efforts on becoming familiar with IPv6, testing it in laboratories.  We should also get involved with the standards committees to help guide the development of IPv6-related protocols to make certain that military-specific needs are met, such as the need for multiple levels of precedence, and strong support for mobility.  At the same time, we should continue supporting efforts to repair IPv4, prolonging its life as long as it meets our needs.

The U.S. Army is developing architectural plans for the Objective Force of 2010, and is considering IPv6 as its network protocol.  According to many experts, the future battlefield is cyberspace.  As Desert Storm showed, few countries can compete with the U.S. in ground and air wars.  More and more, the network is going to be the battlefield, with skirmishes already beginning involving hackers and viruses and hints of concerted efforts to affect network operations on a national scale.  Given this perspective, we need to consider the question “Will IP version 6 make the battle easier or harder?”  At present, we will find fewer hackers and fewer security tools on IPv6 networks.  Obviously, this will change drastically as IPv6 is deployed more globally.  Will the administration of IPv6 increase?  Will it be less susceptible to broadcast storms and distributed denial of service attacks?  Should we take the approach of “the devil we know is better than the devil we don’t know” and hold onto IPv4 as long as possible?  These questions have not been greatly considered by the IPv6 community, but the answers should be known before the Department of Defense (DoD XE "DoD:Department of Defense" ) takes a concerted step toward deployment of IPv6.

5.0  CONCLUSIONS

Repairing IP has been occurring for several years and some supplementary protocols have become standard issue.  Many repairs haven’t actually solved the problems, however, but have simply delayed the necessity of replacement.  Future repairs may solve the problems of IPv4, but it is difficult to predict whether IPv4 can continue indefinitely.  We need to consider alternatives to IPv4.

The IPv6 is the only viable candidate to replace IPv4.  It addresses all of the problems of the current Internet Protocol and leaves room for additional capability.  The U.S. Army needs to develop familiarity with IPv6 now, influence future developments of the protocol to ensure military-specific needs are met, and be prepared to adopt it as the IPv6 maturation process is completed.  At the same time, we should continue supporting efforts to repair IPv4, prolonging its life as long as it meets our needs.  Until we can see more clearly what the future holds for IPv4 and IPv6, we should support development efforts in both protocols.
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GLOSSARY.  Acronyms AND abbreviations

ASIC
Application Specific Integrated Circuit

ATM
asynchronous transfer mode

BGP
Border Gateway Protocol
CIDR
classless inter-domain routing

DHCP
Dynamic Host Control Protocol

DiffServ
differentiated services

DNS
domain naming service

DoD
Department of Defense

EGP
Edge Gateway Protocol

FPGA
Field Programmable Gate Array

FTP
File Transfer Protocol

ICMP
Internet Control Message Protocol
IETF
Internet Engineering Task Force

IGMP
Internet Group Multicast Protocol

IGP
Interior Gateway Protocol

IP
Internet Protocol

IPv4
IP version 4

IPv6
IP version 6

IPX
Internetwork Packet Exchange

LAN
local area network

MPLS
multi-protocol label switching

NAT
Network Address Translation

NFS
network file server

OSPF
open shortest path first

PC
personal computer

PDA
personal digital assistant

PPP
point-to-point

QoS
quality of service

RIP
Routed Internet Protocol

SLIP
Serial Line Internet Protocol

SMTP
Simple Mail Transfer Protocol

SNMP
Simple Network Management Protocol

TCP
Transmission Control Protocol

TFTP
Trivial File Transfer Protocol

UDP
User Datagram Protocol

VoIP
voice over IP

VTC
video teleconferencing

Y2K
Year 2000
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Class B





Class A





“Our mechanics have identified a number of problems with your engine.  Some we can fix now, and some we can fix later as they get worse.  You’re looking at a lot of little repair jobs as parts break down.  The other option is we could replace the entire engine.  It will be more expensive, and will take longer to do, but your car will run better and longer with the new engine.”  





IP Class Refresher





IP version 4 segregated into five classes of networks, delimited by the first octet:





Class   1st Octet     Sample             # of Hosts


A	0-127	10.x.x.x	16 million


B	128-191	137.45.x.x	65,000


C	192-223	198.16.155.x	255


D	224-239	used for multicast


E	240-254	reserved








Can we repair indefinitely?


Repairing has already prolonged the life of IP beyond many early predictions.  Can it continue?  Maybe.  There is a great deal of ingenuity in the engineering community to invent new solutions to problems, and perhaps solutions will be devised that will solve these additional problems, without creating more.  It is possible, but perhaps unlikely, that all of the problems will ever be solved without a complete overhaul of IP.
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Communication between hosts of different protocols must traverse dual-stack router





Dual - stack host can be accessed by either protocol





IPv6 Tunnel





v4/v6 Router





v4/v6 Router





Router





v4/v6





IPv4/IPv6 Host





IPv6 – only Host





IPv4–only Host
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� Network Computing Magazine, October 16, 2000, p. 80.


�TIC Report, �HYPERLINK "http://www.hqisec.army.mil/TIC/GigE.doc"��AMSEL-IE-TI-00/009�, March 2000. 


� IETF Mobile IP Working Group Charter
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